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Abstract

Social intelligence refers to our ability to understand and infer the behaviour of other people in terms of their mental states, including intentions, desires, emotions and beliefs [1]. Research in cognitive studies suggests that Theory of Mind (ToM), at least in part, plays an important role in explaining social intelligence [2, 3]. This capacity to forecast and reason about others’ mental states helps us negotiate our interactions and regulate our relationships in different social contexts. ToM is central to several theories of social inference and is strongly associated with increased social competence. This includes understanding social interactions such as coordinating and building stronger relationships with peers [4, 5, 6]. In addition, it also contributes to better narrative processing skills both in young children [7] and throughout life, whereas deficits in social intelligence are associated with increased risks of interpreting peer victimization and higher levels of peer rejection [8, 9, 10, 11]. While humans acquire such capabilities at a very early age [12, 13], machines still lack these qualities, often requiring extensive training data.

The purpose of this dissertation is to advance the efforts towards empowering machines with social intelligence using an approach referred to hereafter as Socially-aware machine learning (SAML). SAML will consist of two aspects. The first will address the challenges in making systems go beyond functional intelligence by equipping them with techniques to interpret and reason about human social dynamics under specific social contexts. The other aspect will focus on equipping humans to interpret the decisions of these systems that can have meaningful implications on questions of AI safety and social responsibility. Finally, we will demonstrate the transferability and social competence of systems with SAML using different social intelligence tasks that determine their ability to effectively comprehend and navigate complex social interactions.

Although building a completely sophisticated and flexible socially intelligent system may be a grand challenge, we will draw inspiration from human ToM and cognitive psychology to develop techniques that further the research in social reasoning by modeling and representing mental states of others [14]. Past research [15, 16, 17] has studied ways of representing mental states by mapping the transitions from traits and demonstrate how models trained to predict personality traits can be used to predict others momentary mental states. Other works [18, 19, 20, 21, 22] have used commonsense knowledge and reasoning to infer people’s mental states based on their social situations. However, many of these models struggle to achieve good performance in domains such as the commonsense understanding of social interactions, or of other aspects of commonsense psychology [23, 24, 25, 26]. In addition, these models need to explain their decisions in a manner in which people can calibrate their trust on them.

In this dissertation, we propose to conduct SAML research that will (a) highlight deep learning approaches that develop rich representations of personality traits and mental states of people grounded in intuitive theories of human psychology and commonsense reasoning (b) produce human understandable explanations to allow for more transparency and (c) harness transferability and acquired commonsense knowledge to generalize learning to varied tasks and social situations. We will investigate whether a socially aware AI system can demonstrate improved (a) narrative processing skills, specifically, story comprehension through better inference of characters’ mental states, (b) discerning skills through better detection and understanding of online hate, a form of peer victimization, and (c) pragmatic skills by generating emotion and intent-based responses in conversational systems. The success of these efforts will emphasize the value of SAML towards developing intelligent agents endowed with ToM sophistication which are more aligned with our human goals and preferences.
## Contents

1 Introduction, Goals, and Research Questions 4

2 Towards Equipping AI with ToM 5
   2.1 Background ......................................................... 5
      2.1.1 Modeling Human Social Behaviour ......................... 6
      2.1.2 Making Behavior Models Explainable & Ethical .......... 7
   2.2 Research plan ................................................... 9
      2.2.1 Using Personas to Explain Human Social Behaviour ...... 9
      2.2.2 Inferring Mental States to Understand Human Social Behaviour ...... 11
      2.2.3 Building Explainability into Models ....................... 14

3 Towards Generalization across Social Competence Tasks 15
   3.1 Narrative Processing Skills ................................. 16
      3.1.1 Background ................................................... 16
      3.1.2 Research Plan: Story Comprehension ..................... 17
   3.2 Discerning Skills .............................................. 18
      3.2.1 Background ................................................... 18
      3.2.2 Research Plan: Understanding Online Hate Victimization . 19
   3.3 Pragmatic Skills ............................................... 21
      3.3.1 Background ................................................... 21
      3.3.2 Research Plan: Empathetic Response Generation ........ 22

4 Contributions & Expected Results 24

5 Proposed Timeline 24

6 Resources Required 25
Committee Member Biographies

Deb Roy
Associate Professor, Laboratory of Social Machines, Massachusetts Institute of Technology

David Bamman
Assistant Professor, School of Information, University of California, Berkeley
David Bamman is an assistant professor in the School of Information at UC Berkeley (with an affiliated appointment in EECS). He works on applying natural language processing and machine learning to empirical questions in the humanities and social sciences. His research often involves adding linguistic structure (e.g., syntax, semantics, coreference) to statistical models of text. As such, he is especially interested in developing core NLP techniques for a variety of languages and domains (e.g., literary text, social media). Before Berkeley, he received his PhD at Carnegie Mellon (School of Computer Science, Language Technologies Institute) and was a senior researcher at the Perseus Project of Tufts University.

Douwe Kiela
Research Scientist, Facebook AI Research
Douwe Kiela is a research scientist at Facebook AI Research. He received his PhD (and his MPhil) from the University of Cambridge, where he was supervised by Stephen Clark. Before that, he did an undergraduate degree at Utrecht University with a double major in Cognitive Artificial Intelligence and Philosophy; and then a master’s degree in Logic at the University of Amsterdam’s Institute for Logic, Language & Computation. His work focuses on machine learning and natural language processing. His research interests lie in developing better models for language understanding and grounded language learning.

Chandra Bhagavatula
Research Scientist, Allen Institute for Artificial Intelligence
Chandra Bhagavatula is a research scientist at Allen Institute for Artificial Intelligence. He completed his PhD from Northwestern University in 2016, under the supervision of Prof. Doug Downey. His research interests are in the areas of Information Extraction, Natural Language Processing and he is currently exploring the application of Machine Learning algorithms to build Semantic Scholar - AI2’s academic search engine.
1 Introduction, Goals, and Research Questions

Human intelligence is capable of understanding the nuances of social interactions on a daily basis without much conscious effort. In social settings, we use different social signals in the form of language, gestures and expressions to convey our beliefs, intentions and emotions. To make effective decisions, we model social situations by constantly hypothesizing and representing others’ mental states from their social actions and evaluate how much we impute our own beliefs onto others [27, 28]. This aspect of human intelligence, known as social intelligence, plays a critical role not only in understanding implied but unstated meanings from narratives and social interactions but also in expressing ideas in speech or writing [29]. Neurologically, it is this cognitive capability of Theory of Mind (ToM) that helps us steer through different social interactions and as well reflect upon our own social behaviour. This is closely associated with perspective taking – the ability to imagine the world from multiple points of view [30] and empathy [31, 32]. Beyond interpreting the social world, this complex of abilities enables us to understand prosocial behavior such as to empathize, build peer relationships, form judgements, provide care, to name a few [33, 34, 35]. In fact, a deficit in ToM can impair comprehension of fictional narratives, social-pragmatic inference abilities involving violations of Gricean norms for social communication [36] and may increase the risk of discerning peer victimization in several ways [37]. It is, therefore, clear that development of ToM is closely linked to exhibiting improved narrative processing [38, 39, 40], pragmatic [41, ?] and discerning skills [8, 37]. Such facets of social cognition rely on modeling others’ mental states and perspectives, a topic that is still open to much more exploration in AI research and crucial to impart social intelligence to machines.

Although there have been significant advances in machine learning (ML) and deep learning (DL), developing a system capable of artificial general intelligence (AGI) with natural support for Theory of Mind remains a grand challenge. The goal of our research is to make significant progress in realizing this grand challenge of developing systems endowed with social intelligence. We use the term, Socially-aware machine learning (SAML), to refer to the ML and DL approaches that make systems socio-culturally adept and behaviourally intelligent. SAML will encompass: (a) modeling mentalizing – the ability to interpret the mental states that underlies human social behaviour and predict their social actions and (b) generating meaningful explanations about the decisions of the systems. In this dissertation, we look at the broader scope of what it means to have a socially-aware intelligent system by demonstrating marked improvement in narrative processing skills, discerning skills and pragmatic skills, via multiple tasks involving different kinds of data.

At the heart of our research, we draw upon existing studies on human Theory of mind and commonsense psychology where our social predictions are predicated on knowledge about other people, such as their mental states or personality traits which in turn determine the quality of social interactions. Just as we use our commonsense reasoning to intuit how traits predict mental states (e.g., highly extraverted individuals tend to feel self-assured), how mental states predict social actions (e.g., grateful people tend to cooperate) [42, 43], and how personality traits predict actions (e.g., agreeable people tend to cooperate) [44, 45], intelligent systems can benefit from commonsense understanding of people’s social behaviour and the underlying influence of socio-cultural beliefs. We will explore ways of learning personality traits and integrating commonsense knowledge from related literature and develop novel techniques towards better understanding of people’s behaviour and social relationships. There has been a considerable amount of attention towards building intelligent agents that learn the personas of people to generate personalized human-like
responses [46, 47], understand users’ online hate speech engagement [48], customize recommendations for users [49, 50], to list a few. Recent advances in incorporating commonsense knowledge to intelligent systems include studies that apply computer vision approaches to images, videos and cartoons. Similarly, commonsense knowledge is inferred from written texts such as news, stories and encyclopedias like Wikipedia [51]. However, in domains that require commonsense understanding of social interactions, or of other aspects of commonsense psychology, there is either limited work done or the models developed struggle hard to reason about others’ behaviour under different social situations as shown in previous works [26, 52]. In addition to modeling the mental states of others, De Graaf et al. [53] note that people can calibrate their trust on intelligent systems only when they are capable of explaining their decisions in a comprehensible manner. A majority of the work has focused on post-hoc interpretations of deep learning models using textual, visual, local and example-based explanations. [54, 55]. Hence, our SAML research will seek to integrate commonsense knowledge of social situations with research in ML and DL to better understand and model the socio-cultural underpinnings of human behavior. Moreover, we will aim to develop intelligent systems that allow for improved transparency. This will help us evaluate their own behaviors for consistency with ethical norms about fairness. Further, we formulate social competence tasks for systems endowed with SAML based on studies that attribute the variability in children’s performance in narrative processing, detecting peer victimization and pro-social communication to development of Theory of mind.

In this dissertation, we propose to broadly address the following research questions: (a) How can we develop intelligent systems that are socially-aware i.e. capable of modeling and explaining human behavior grounded in theories of human ToM and commonsense psychology? (b) Can such systems with rich transferable representations of human social behavior exhibit better performance in social competence tasks that require narrative processing skills, discerning skills and pragmatic skills? In the following sections, we will outline SAML research, comprising background literature on main research topics, followed by the research plan, proposed timeline, and required resources.

2 Towards Equipping AI with ToM

2.1 Background

The ability to anticipate, represent and reason about what other will think, feel or do in different situations is central to social cognition. Consider a scenario where one experiences difficulty in predicting social signals or implications, like agreeable people tend to be courteous and warm or exhausted people tend to show anger, it can lead to a complicated social life filled with misconceptions, faux pas and miscommunication. Fortunately, humans can predict others’ probable social actions based on either their personality traits (eg. agreeableness) or mental states (eg. tiredness). Neuroimaging studies have also suggested the mentalizing, or “theory of mind” network plays a role in social cognitive processing more broadly, including reflecting on personality characteristics of one’s self and others, inferring mental states including emotion processing, and intentions from actions.

A model proposed by Shamay-Tsoory et al. [56] divide ToM in two separate systems, namely cognitive ToM and affective ToM. Cognitive ToM is described as involved in processing inferences about others beliefs and intentions, whereas affective ToM is involved in processing inferences
about other peoples emotions and feelings. This model describes affective and cognitive ToM involving common and different brain areas studied by Poletti, Enrici, and Adenzato. Several studies in the field of personality psychology [57] have some congruence with the above idea of cognitive behavior models. However, in these studies, personality is defined as “A dynamic and organized set of characteristics possessed by a person that uniquely influences their cognition, motivations, and behaviors in various situations” [57]. The dimensional theories like "Big Five" model or theories that propose additional six personality dimensions are known to be tailored to understand stereotypes, mind perception and common behaviours. A work by Tamir et al. [58] studied if these low dimensional personality dimensional theories can efficiently aid social predictions. It was found that much of the richness of others minds can indeed be compressed to coordinates in a low-dimensional trait space. Similarly, there is considerable amount of literature [15, 59] that support how representation of people’s momentary mental states into lower dimension can facilitate social prediction in humans. However, it is still a huge challenge for machines to effectively navigate through complex social situations due to the lack of generalizable methods of representing people’s mental states or personalities and draw insights into people’s social behaviour.

2.1.1 Modeling Human Social Behaviour

With increasing human-machine hybrid technologies, the real-world interactions with AI systems are often stilted. It is important to acknowledge the challenges associated with understanding of explicitly unstated desires, emotional states and intentions of users from language. Misinterpretation of users’ implied intents and implicit beliefs from natural language could have dramatic real world consequences. Building AI systems that can interact with humans fluently will require machines to share common knowledge about how people will act, communicate and react under specific contexts and circumstances.

A number of AI researchers have attempted to adopt these ideas and build systems that can encode personality traits or mental states into representations and utilize them in different social contexts. Bridewell and Isaac (2011) [60] introduced a computational framework for common, complex, and under-investigated aspect of human social behavior like deception based on the capacity to reason about the goals of other agents, resting on mental state ascription. Fahlman [61] proposed a knowledge-base system, Scone, used to emulate some aspects of human mental behavior and support human-like common-sense reasoning and language understanding. Beyond domain specific knowledge, social understanding requires generic knowledge about social interactions and their ensuing effects on mental states. An early research conducted by Wilensky along these lines inferred the intentions of interacting agents while Dyer dealt with extracting morals from social scenarios. Winston’s [62] Genesis system was developed to understand and generate stories using computational models that use commonsense inference rules and concept patterns. This includes their work to support question answering, personality or mood-based interpretation and summarization of stories.

One possible direction, explored to overcome shortcomings of AI systems in navigating the social world, is to endow them with commonsense knowledge. While there have been significant efforts to create knowledge bases such as Cyc [63] and ConceptNet [18], there is a paucity of inferential knowledge related to people’s behaviour in the form of their motivations and their reactions. Using stories to define a space of acceptable behaviours, Harrison et al. [64] developed a technique to prevent autonomous agents from exhibiting anti-social or psychotic behaviours. Recently,
knowledge base such as Event2Mind [22] and ATOMIC [21] are tailored to capture mental states of people linked to day-to-day events. Another line of work towards improving automatic recognition and interpretation of human social signals in AI systems relies on inferring personality traits. Considering that personality compels a tendency on a lot of aspects of human behavior, mental states and affective reactions, there is an enormous opportunity for sensing spontaneous natural user behavior to facilitate efficient interaction in social settings. [65] presented a hypothesis that users by similar personality are expected to display mutual behavioral patterns when cooperating through social networks. Imitating personal style in dialogue systems have demonstrated promising results. Some of the early efforts include modeling personas of movie characters and incorporating speaker persona in dialogue models based on speaking style characterized by natural language sentences [66, 47]. Despite recent successes, it is still incredibly challenging to build socially intelligent agents that can understand humans and engage in socially competent conversations that involve empathy, cooperation, persuasion, care-giving, to list a few.

Recent approaches have focused on reflecting upon the concepts of human ToM to attribute mental states such as intentions and beliefs to inanimate objects. Some notable approaches include those that use hierarchical Bayesian inference [67, 68, 69] or artificial neural networks [70, 71]. The former is generally cognitively-inspired and suggests the existence of a “psychology engine” in cognitive agents to process ToM computations while the later achieves imparting ToM to certain degree by characterizing different species of deep reinforcement learning agents. In addition to these methods, there also have been multi-agent models rooted in statistical machine learning theory and robotics. These approaches have generally evaluated on simulations of Theory of mind in relatively simple situations. However, there is very limited work in this area of combining theory of mind and language. It is also well known that two of the most fundamental elements of human cognitive capabilities are the ability to communicate through complex language systems and attainment of a theory of mind. Interestingly, both language and theory of mind develop relatively at the same time in a persons life. Language is a fundamental element in understanding emotions, thoughts and actions that is constitutive of both experiences and perceptions. Early ToM abilities facilitate the development of early Language abilities while more complex language abilities are precursor to complex ToM abilities. Language, ToM and social skills are all connected and interdependent. Hence, we focus on bridging this gap in research towards understanding language and development of ToM abilities.

In this dissertation, the first aspect of our SAML research will focus on learning to model personality traits and mental states of people by integrating commonsense knowledge of social behaviour with knowledge acquired from textual corpus such as stories. The representations learned by such models are more likely to yield AI systems that are generally safer and better at perceiving, understanding, and responding effectively to different social situations. With trait models and commonsense knowledge acting as the basis of Theory of Mind, the behavior of such socially-aware systems, specifically during human-machine social interactions, will be consequently more recognizable and aligned to people’s expectations.

2.1.2 Making Behavior Models Explainable & Ethical

With AI systems getting smarter and complex, they are often incomprehensible by human intuition and are quite opaque. This can be a huge limitation when AI systems are entrusted to make complex decisions in situations that were previously handled by humans. Given that machines
are nowhere close to having human-like intelligence, they are likely to fail, violate conditions or make wrong decisions. These condition raises several ethical questions around usage of such systems in sensitive domains. For example, Angwin et al. [72] at ProPublica found that the decisions of a criminal risk assessment software, COMPAS, were racially biased and unreliable. In such scenarios, it is essential for AI systems to explain their decisions. With the success of deep learning approaches, there are significant challenges in interpreting the deep layers of neural networks, raising serious concerns about trust, safety and transparency of these AI systems. It is to be noted that a number of attack methods [73, 74, 75, 76] have exposed the vulnerabilities of deep neural models to imperceptible perturbations of the input data. Despite the emergence of defense techniques, the potential of adversarial examples to fool these models and prompt unexpected behaviours has all the more emphasized the need for explainability of these black-box models. Thus, these make a strong case for understanding the ethical questions around problems we are dealing with and follow the guidelines necessary to reduce the harms of misuse that any AI system is likely to cause.

Though our goal is not to shift our focus completely on handling ethical questions around building socially intelligent AI systems, we attempt to reflect upon certain aspects of EU governance framework for algorithmic accountability and transparency in our models. This includes analyzing any existing bias in the data we use in our models and addressing that. Additionally, we also aim to allow for meaningful transparency by providing explanations as to why a particular result was obtained. Towards this direction, we explore and draw ideas from various studies in this field of explainable AI.

The ubiquity of ML and DL algorithms in areas of scientific research, such as social sciences, medicine, biology, establishes the importance for explanations not only for calibrating trust on the research outcomes but also for overall progress of research. The problem of explainable AI systems has been studied by various scientific communities, with most of the literature primarily coming from the machine learning and data mining communities. However, every community approaches this problem through different lens without consensus on a core set of standards for what makes a good explanation of the AI systems’ behaviour. Efforts to open up the black-boxes [54, 77] have focused on describing either the inner workings of the black-boxes or merely the decisions made by them.

Initial studies rely on readily interpretable rule-based shallow models such as decision lists, decision trees, classifiers based on association rules and Bayesian Rule Lists [78, 79, 80]. In deep learning architectures, attention mechanisms assign weights to feature representations that are known to improve task performance in text and image domains [81, 82] and as well appear semantically appropriate to humans. However, more analysis is required to assess and validate the claims of attention based interpretability [83, 84]. Several model-agnostic methods based on the relationship between features and predicted outcomes of the learned model have also been explored. The influence of features on the outcomes of the model are explained through PDP, ICE or ALE plots [85, 86, 87, 88]. Extending this area of investigation, more model-agnostic models such as global/local surrogates, shapely values were adopted [89, 90]. Surrogate models are those trained to approximate the predictions of the underlying black-box model. A majority of the work is on posthoc descriptions of how a system arrived at a decision. LIME [91] is one of the notable local surrogate models that works by training a weighted, interpretable model that

---

traces the effects of variations to the input data on output performance. The interest in identifying parts of input data impacting the outcomes paved way for several approaches of deriving saliency maps [92]. They commonly use visualizations of representations, saliency maps or attention scores learned by neural networks as explanations [93, 82].

Few studies have proposed to explain and interpret deep neural networks by leveraging adversarial examples [94, 95, 96, 97] that can help detect weaknesses of the model in the form of problematic decision boundaries. These adversarial examples are used as non-linear explanation mechanisms produce, termed adversarial explanations [98]. Moreover, inspecting adversarial examples not only improves interpretability by shedding light on some of the semantic inner levels of the neural models but as well enhances model robustness. There has been some recent work on generation of natural language explanations. It is not always easy to generate a description of how neural models process the input data. Inspired from how humans provide rationales behind their actions, a neural decoder is trained to translate models internal states into meaningful natural language explanations collected from humans performing a similar task. While Chen et al. [99] generated natural language reasons behind image classification decisions similar to the way ornithologists or geologists would explain to people, a work by Ehsan et al. [100] enabled agents to produce human-like rationales reflecting the internal workings of the black-box systems and studied how these generated rationales promote feelings of confidence, human-likeness, and comfort in non-experts operating autonomous agents. Drawing ideas from the literature, our SAML research will explore different techniques for producing meaningful insights on models’ decisions. While most of these previous studies were conducted in visual domain, we will adapt specific methods such as adversarial or natural language explanations [98, 100] to the textual domain in an effort to foster trust in SAML-based AI systems. By this, we not only provide aspects of the input data and model components that contributed to a particular decision but also expose some of the weaknesses of our model for responsible and ethical usage.

2.2 Research plan

This section will outline approaches that will drive us towards developing techniques to model human behaviour and and building aspects of transparency into the decision making of the models. As explained in Section ??, we learn to model (a) personality traits of people based on the hypothesis that personality compels a tendency on various aspects of human thought, behavior, motivation and emotion [65] (b) mental states of people supported by social commonsense knowledge. We then discuss about combining adversarial examples based approaches with post-hoc techniques to explain our models’ decision.

2.2.1 Using Personas to Explain Human Social Behaviour

Individual personality plays a deep and pervasive role in shaping social life. Personality governs how the character responds to experiences, situations and other people. Research indicates that it can relate to the professional and personal relationships we develop [101, 102], the technological interfaces we prefer [103], the behavior we exhibit on social media networks [104], and the political stances we take [105]. Prior studies in the field of psychology [106] have established the relationship between personality and natural languages. For example, a narcissistic person might make frequent use of first-person expressions (I, me, myself, for me, etc.). Motivated by such
works, we focus on a language understanding task involving automatic recognition of personality traits from text. There has been considerable amount of interest in the past that used NLP tools to conduct traits analysis of fictional characters in literary texts [107, 108]. Knowing the personality information can effectively guide us towards developing psychologically plausible intelligent agents. In this work, we take a step towards deriving persona representations that explain human social behaviours and roles categorized based on their influences on language, conversations and actions in different social contexts. Towards this goal, we learn to model personas from annotated data in dialogue and storytelling domains.

**Dataset** We use following datasets to understand the relationship between personas and language and eventually learn persona representations from text.

1. **Dialogue Datasets:**

   (a) **Movies Corpus:** Using CMU movie summary corpus [66], we collect characters dialogue utterances from IMDB quotes page. As much as 70.3% of the quotes are multi-turn exchanges between multiple characters. Each of these characters are classified into one of the 72 trope categories.

   (b) **Image-Chat Corpus:** A large collection of dialogue utterances collected through image grounded human-human conversations [109] is used in our work. Each person involved in a conversation is associated with a personality type. Following the work of Chandu et al. [110], we utilize the 5 well-formed and meaningful personality clusters associated with utterances data in our work.

2. **Personal Stories Corpus:** Personal stories or reflections explain important parts of one’s personality including their goals and values [111]. For a labelled dataset, we make use of personal essays, obtained originally from Pennebaker et al. [112]. This corpus consists of large stream of consciousness text collected between 1997 and 2004 and labelled with 5 personality categories [113]. The psychology students who wrote these texts were assessed based on Big Five questionnaires. Though this dataset might not be in complete alignment with other forms of data in storytelling domain, it is one of the few datasets containing gold labels suitable for our purpose.
Figure 6 displays few samples from the above datasets and the dataset stats are given in Table 1 (left). Due to the lack of large scale persona annotated personal stories dataset, we leverage on the models built using the dialogue dataset to produce persona-based representations and transfer the learnt knowledge on personal stories.

**Modeling & Evaluation**  
In order to learn rich latent persona embeddings, we begin by training a neural network architecture (See Figure 2b), referred to as attentive memory network, on dialogues dataset. This model operates not only on a character’s own utterances but also the context and other interacting characters’ utterances existing in those multi-turn exchanges. We implement other baseline models and incrementally add various components that intuitively increase model capacity and provide additional knowledge for this task. The best-performing models use a multi-level attention mechanism over a set of utterances. We also utilize prior knowledge in the form of textual descriptions of the different personas described as character tropes in the movie corpus dataset. The persona embeddings obtained from dialogues encapsulate the human behavioural information in their social situation. Figure 2b shows the attention scores on a batch of dialogues that represents the relevance of each dialogue towards classification of persona categories. Further details of the models, datasets and evaluations are explained in [114].

![Attentive Memory Network](a)  
![Attention scores](b)

**Figure 2:** (a) Illustration of Attentive Memory Network (b) Attention scores for a batch of dialogues for “bryonic hero” persona category.

We extend our model to further fine-tune the learnt persona embeddings for Image-Chat corpus and Personal Stories corpus. We sharpen our representations using such datasets and evaluate on the test data associated with their corresponding corpus. Our best-performing model outperforms other baseline models on these datasets. We are able to perform simple narrative analysis such as identifying similar characters, clustering movies/personal stories using our latent persona embeddings. The purpose of such representations doesn’t end with narrative analysis. The results of our preliminary evaluations suggest that these methods could be applied to different social competence tasks explained in Section 3.

### 2.2.2 Inferring Mental States to Understand Human Social Behaviour

Endowing machines with the ability to infer mental state representations plays an important role in developing socially intelligent systems. Stories are one of the most common yet powerful means
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of communication used to enhance engagement with complex issues and understanding of the social world. People share and consume stories in a variety of ways to convey and make sense of their experiences. Understanding a story not only requires keeping track of sequence of events happening in the story but also inferring and interpreting the mental states of characters and interactions between them. It is thus natural to consider the usage of stories towards building a model for inferring aspects of people’s mental states based on their actions in social situations.

In our work, we propose the task of learning a representation of others’ mental states, specifically their goals and emotional reactions. This can be really important for a wide variety of tasks that can benefit from perspective-taking associated with events. We leverage the social commonsense knowledge bases ATOMIC [21] containing stereotypical intents and reactions of people on day-to-day events. Recent research in psychology suggests that readers of personal narratives and fiction score higher on measures of empathy and theory of mind (ToM)-the ability to think about others’ thoughts and feelings than non-readers, even after controlling for age, gender, intelligence and personality factors [115]. Therefore, it is clear how stories can act as a source of modeling our mental state inference model. Schank and Abelson [116] argued that one’s own collection of personal stories was the knowledge base itself. Our efforts are also directed towards utilizing personal stories from different social media platforms for enhancing our social commonsense reasoning model.

Table 1: Statistics of datasets used for modeling personas (left) and mental states (right)

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Total Size</th>
<th>Dataset</th>
<th>Total Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Movie Corpus</td>
<td>~ 16k</td>
<td>ROCStories</td>
<td>~ 100k</td>
</tr>
<tr>
<td>Image-Chat Corpus</td>
<td>~ 35k</td>
<td>Personal SM Stories</td>
<td>~ 450k</td>
</tr>
<tr>
<td>Personal Stories Corpus</td>
<td>~ 2.5k</td>
<td>Simple Strange Stories</td>
<td>~ 600</td>
</tr>
</tbody>
</table>

Dataset In addition to publicly available stories dataset, we also collect different forms of stories to train and evaluate our models. Sample data from our dataset is given in Figure 3. Table 1 (right) shows the stats of our dataset. A brief description of the datasets are as follows:

1. **ROCStories**: This high quality collection of non-fictional daily short life stories captures a rich set of commonsense causal and temporal relations between daily life events [117]. It consists of five-sentence commonsense stories containing sufficient context and avoids unnecessary tracks of irrelevant information in the story targeted towards deeper story understanding.

2. **Personal SM Stories**: We collect personal stories from social media (SM) platforms – Twitter & Reddit. By curating hashtags for Twitter and subreddits for Reddit, we obtain a large corpus of personal stories containing different categories and post metadata.

3. **Simple Strange Stories**: Inspired from ToM Tests, such as Happé’s Strange Stories test [118], we collect mentalistic stories consisting of short vignettes. Each story falls under one of the five story types (eg. Satire, Irony, etc.) referring to a subset of categories enlisted in the strange story test [119]. The mentalistic stories are also annotated with the character’s intent or motive. This dataset is limited in size primarily intended to demonstrate our model’s ToM capabilities.
7 years ago today I attempted to take my life and ended up in ICU, comatose with a GCS of 3. I worked hard and got well with a lot of support from great nurses, doctors and allied health practitioners. Now I'm on clinical placement training to be a nurse.

I'm a pretty sociable guy in person and I enjoy conversation. I have an okay time making people laugh, and I've made my fair share of friends in class and at work. I enjoy their company at the least, and cherish the time I spend with them at best. However, I don't spend any time outside of class/work with them in person. Even my closest friends I only message once in a while. I don't invite people to hang out because I feel like it would put pressure on me to lead the social event. I don't miss my friends, even the ones from childhood, if I haven't talked to them in a while. I see everyone else meeting up and doing fun things, and I feel terrible. I don't *want* to do those things of my own accord and would love to spend time doing that with my friends, but I don't ever up and feel like meeting them. Is there something, from your experience, that's wrong with that because I love my friends, I really do, but I don't feel attached to them in any way. I'd hate for people to think that I'm shutting them out or keeping them at arm's length and makes me sink.

Figure 3: Sample data from personal Stories, ROCStories and Simple Strange stories Corpus

**Modeling & Evaluation** Instead of predicting characters’ final mental state for the entire narrative, our model will focus on inferring interpretable trajectories of characters’ mental states. involves the following challenges:

- The growing need to equip models with social commonsense reasoning capabilities in order to analyze and construe aspects that are not always explicitly mentioned. This includes implicit details about the person involved in the social situation that can be trivially inferred.

- The ability to continually learn and update the commonsense knowledge as new facts are discovered in various domains without forgetting the accumulated past knowledge.

- The importance of accounting for interdependencies between current story context based on processed story sentences and their corresponding mental state representations to infer the new mental states.

Drawing ideas from the literature in text understanding, commonsense reasoning and lifelong learning, we implement a deep sequence generation model that addresses the challenges above. The encoder-decoder architecture is augmented with the following components:

- **Incremental Knowledge-Aware Network** that is able to infuse social commonsense knowledge to our model and as well continually learn new domain knowledge without catastrophic forgetting.

- **DN-Decoder** that involves a two-step decoding process based on deliberation networks [120]. This is motivated by human cognition process, where people make a first draft based on existing information and then polish the response with the help of background knowledge.

- **Read-Write Context Memory Module** that handles the interdependencies between prior and current story and mental state context information [121].

We experiment with different deep neural models as encoder and decoder and conduct ablation studies that ascertain the importance of various components of the model. We find that our model
is capable of learning coherent mental representations from characters’ based on their actions and their affect states explained in the story. Figure 4 shows the illustration of our model and sample mental state trajectories from social media stories. We conduct experiments on the incremental knowledge-aware network so that it can act as a suitable knob for future updates to the model. We evaluate our work on held-out test set in our story collections datasets explained above. Additionally, we also measure our models’ performance on a publicly available Character psychology dataset released by Rashkin et al. [122]. It consists of $300k$ low-level annotations for character motivations and emotional reactions. Our best-performing model outperforms the baseline models in different settings (unsupervised, semi-supervised or supervised) suitable for the dataset under consideration.

![Diagram](image.png)

Figure 4: (left) Illustration of our model, (right) Sample mental state trajectories on a short personal story

### 2.2.3 Building Explainability into Models

There are several methods to approach explainability in deep learning models. Given that there is an extensive literature in this field tied closely to visual domain, we will adapt specific techniques to textual domain and improve the explanations based on task-specific requirements. Having discussed many of these approaches in Section 2.1.2, we are specifically interested in exploring the possibility of using adversarial examples to not just identify the vulnerabilities of the model but also to better understand the inner workings of the model.

Although interpretability and adversarial examples are not often considered together, few papers [123] have identified the conceptual association between them and explained how research on one of them can provide insights on the other. One of the common methods in cognitive neuroscience to understand how the brain works involves identification of examples that are usually mistaken by humans. In an effort to replicate such methods in ML research, Ritter et al. [124] chose an analysis that explains how children learn word labels for objects and applied it to DNNs.
They found that DNNs demonstrated a bias to categorizing objects by shape rather than by colour, similar to what was observed in humans. This work and provides a case for using the study of adversarial examples in human behaviour to broaden how we study adversarial examples and interpretability in DNNs. Adversarial examples expose DNNs’ deficiencies and highlight the challenges related to learning input mappings and class boundaries that align with our intentions as model builders. Adversarial examples, therefore, offer an interesting opportunity for us to better perceive the model’s decision spaces and feature representations. Enhancing the explainability of the model through adversarial examples will allow us to find means to identify sensitivities of the model, make the models more robust to minor perturbations and as well develop-cum-align our models with human expectations of the models’ functionalities.

Towards this objective of introducing explainability into models using adversarial examples, we first develop an Adversarial Examples Generator (AEG), a model capable of generating adversarial text examples to fool the black-box text classification models [125]. We use black-box attacks as they do not utilize model parameters or gradient information. This is specifically advantageous as they can be applied to different kinds of target models based on querying the model without any dependency on the architecture or parameters of the model. By adopting a self-critical sequence training approach for hybrid character-word encoder and decoder, adversarial example with word and character based perturbations are generated. Based on evaluation on IMDB reviews and AG’s news dataset, we find that our model is capable of generating semantics-preserving perturbations that leads to steep decrease in accuracy of those target models. It is important to note that our model not only exposes the weaknesses of the target model irrespective of the nature of the model (either word or character level) but it also identifies the most important words that contribute to particular categorization of the target model. This can offer certain degree of interpretability. Therefore, such indicators can be leveraged to explain the various facets of the target model. Depending on the nature of the tasks, we will seek to provide different kinds of explanations using either adversarial examples or existing post-hoc techniques to instill trust in AI systems using SAML.

3 Towards Generalization across Social Competence Tasks

In the light of our work, it is crucial to demonstrate the social competence abilities of the models that endow knowledge about human social behaviour to machines. In this section, we will review the literature on the relations between ToM and social competence and further investigate the background work on a set of social or academic competence tasks to establish the value of our models, in the context of building socially intelligent systems.

Social competence is defined as, “forming and maintaining positive social interactions with others while reaching personal goals” [126]. Several studies [127, 128] have indicated the general decrease in children’s aggressive behaviours and an increase in pro-social acts throughout their preschool years. This is usually attributed to improvements in several domains such as social cognition, language and self-regulation [129]. Despite some inconsistencies in the literature, many findings highlight the association between ToM and social competence. Construed broadly, ToM covers a range of capabilities such as perspective taking, simulating mental states, identifying character traits, social and emotional reasoning. Linked closely to acquisition of social vocabulary and processing of social information, ToM is critical for facilitating active engagement in social and academic activities.
Kimhi [130] discussed ToM development across the life span in persons focusing on the social and academic manifestations of ToM that are critical for everyday life skills. Considering the social manifestations of ToM in symbolic play, conversation, and autobiographical memory and academic manifestations of ToM in reading comprehensions, narrative skills, and writing abilities, many related works including the literature with mixed evidence on the significance [131] and direction of association [132, 133] were discussed. However, there is consensus that children’s ability to understand others mental states, though may not be sufficient by itself, appears to be necessary for engaging in adaptive and positive behavior [134] and these abilities are reflected in their social interactions [135]. This is further supported by results from assessment of individuals with autism. Even their high verbal and intellectual levels do not aid in navigating effectively in social and academic settings exacerbated by the diminished attention to social cues and difficulty in social adaptive behavior [136, 137]. Consequently, interventions have been proposed and developed to enhance ToM in children and young people with autism spectrum conditions. There are different categories of ToM interventions such as group-specific ToM socio-cognitive training that focuses on improving specific ToM skills, and more general social skills interventions that incorporate ToM training among other social skills. Specific ToM socio-cognitive training [138, 139] (eg. Thought Bubble Training) has been found to enhance the targeted skills; yet, generalization to other skills generalization to the natural environment has been minimal for the most part. More sophisticated interventions (eg. dyadic & group social interventions) involve training strategies [140, 141, 142] that integrate social interaction training in child’s natural settings with the main social interactive agents (teachers, peers and parents) involved along with specific sociocognitive abilities. Such studies aim at reinforcing more holistic social functioning instead of teaching only particular ToM skills and hence are not limited to conditions under which specific ToM skill training is provided.

Taking a leaf out of the various experiments with children and young adults with autism spectrum conditions, we are interested in developing sophisticated learning techniques directed at enhancing the social skills generalized to real-life settings. Therefore, we incrementally augment social commonsense knowledge in the form of intents, emotions and personality characteristics based on understanding of the social world and fine-tune to specific social competence skills not under controlled experimental conditions but by exposing them to innate social interactions of uniquely distinct social contexts. For our dissertation, we use past augmented knowledge and also adapt quickly to the different social contexts by harnessing the transferability and ideas from the practice of continual lifelong learning. We apply the models and representations obtained using SAML in three different social competence tasks, each focused on improving different social or academic manifestations of ToM. The tasks include (a) story comprehension from the perspective of characters’ mental states (b) understanding and detection of online abuse and hate, a form of peer victimization and (c) emotion and intent-based pro-social response generation in conversational systems. These tasks demonstrate various sociocognitive skills such as the narrative processing, discerning and pragmatic skills respectively.

### 3.1 Narrative Processing Skills

#### 3.1.1 Background

Narratives, real or fictional, contain nuanced information about the social world with rich instances of social interactions where the reader must impute the intentions and emotions of characters.
Since these social interactions do not explicitly describe the mental states of characters, it puts the onus on the reader to actively construct mental models of people based on the evolving social situations in the story. Further, the capacity to reason about the mental states of another person is crucial for alternating between the perspectives of different interacting characters and eventually understanding the complete story [143]. This capability necessarily draws on ToM [144, 145].

A growing body of work has developed concerning the relations between ToM and narratives [38, 39, 40]. Previous researches on ToM and its link with narratives have clearly established their interdependence: A study by Garcia et al. [146] found that children with autism spectrum conditions had difficulty adjusting to perspectives of characters within the narratives. Thus, narratives can be used as an instrument in the evaluation of children’s ToM skills [147, 148]. At the same time, Guajardo and Watson [149] established how reading storybooks combined with discussion about characters’ mental states improved young children’s ToM performance. It is, therefore, clear that narrative experiences may better the ability of individuals with autism to “mentalize” [150] and as well act as a means to measure the ToM skills. This interdependence is linked to the acquisition of an articulated mental language, comprising of elaborate social and emotional vocabulary. As a result, story narrative comprehension can be a more challenging task for machines requiring them to develop common sense understanding of human social behaviour and perspective-taking of various interacting characters in the story [151, 152, 153, 154].

In the past, different aspects of story understanding have been studied. This includes modeling inter-personal relationships, narrative and open domain question answering, understanding narrative structures, learning scripts, event schemas and narrative chains, story plot generation and creative or artistic story telling, to list a few [155, 156, 157, 158]. In addition, there have been recent works focusing on predicting what happens next or a choosing a coherent story ending from options [159]. Of particular interest in this dissertation is the collection of dataset of stories from different domains. We intend to understand, learn and explain the chains of characters’ social behaviour in the story. This offers immense opportunity to analyze, comprehend and study stories and personal narratives of people from these domains using our models that embed human social behaviour through personality or mental states. Thus, we extend our work to accommodate these different domains of data and advance the research towards building better mentalizing models.

3.1.2 Research Plan: Story Comprehension

Given the relationship between ToM and narratives, we transfer the knowledge obtained from training our models explained in Sections 2.2.2 and 2.2.1 to other forms of stories and personal narrative dataset. Experimental studies in psychology have discovered multiple factors that play a role in evoking empathy. Specifically, the language of a storyteller can influence what emotions individual readers feel. With the growing interest in real life stories and experiences of people, we deem it important to identify such personal stories and analyze patterns that emerge from them. Real life stories can be gathered from social media and other publicly available platforms where people share their personal narratives. This includes the following:

- RadioTalk [160], a corpus of speech recognition transcripts sampled from talk radio broadcasts in the United States between October of 2018 and March of 2019. The corpus encompasses approximately 2.8 billion words of automatically transcribed speech from 284,000 hours of radio, together with metadata about the speech, such as geographical location, speaker turn boundaries, gender, and radio program information.
My name is Linda and I’m calling from central Virginia forty two years ago I was raped by my brother and it was only last year that I was able to acknowledge that and begin dealing with the fallout from that keep hearing people say well why on earth would she weighs thirty six years and it really happened it must be alive and I can tell you exactly why it doesn’t matter that we were victims when we are raped We feel wrong we feel shame and humiliation and embarrassment and we don’t want to admit it to ourselves Let alone to anyone else if it was not a violent rate that left obvious marks it’s easy to pretend it never happened and emotionally it feels like the right thing to do Because you’re so scared and several Gert and so is shame

Following the true story my name is David Bryant when I was thirty seven My wife and I decided to get term life insurance through select quote just three years later I was diagnosed with ... also known as Lou Gehrig’s disease because of life insurance the people I Love most in this world will be protected no matter what happens to me. I Know that the dreams I have from my family and still come true financial security to stay in the home we became a family and and for our children to be able to go to college and I reached out to so I called because I wanted to share my story is just one person or just a life insurance I Know I Will have made a difference it. If there are people you care about and you need life insurance it may be the single most important financial decision..

Figure 5: Sample stories from LVN & Talk Radio broadcasts

- LVN Corpus, a dataset of transcripts of facilitated in-person conversations designed to bring under-heard community voices, perspectives and stories to the center of a healthier public dialogue. Spanning over four different US cities, we use LVN \(^3\) data specifically from Madison, WI, containing 102 conversations and 485 voices.

We filter stories from these transcript datasets using various template matching techniques. Figure 5 shows sample stories extracted from the above datasets. We apply our models to these stories and analyze the results of our model. Possible questions that can be answered using our modeling approach include: Can we infer patterns of intent and emotion trajectories across stories? Is there a pattern in the emotional trajectories of people with similar personas? Using such patterns, can we distinguish between stories and non-stories in text blocks? Is it possible to detect events or capture high points in those narratives? Besides using standard evaluation metrics on annotated gold set data, we use human judgements to ascertain our models’ ability to transfer knowledge to these domains of stories.

### 3.2 Discerning Skills

#### 3.2.1 Background

Discernment is the ability to decipher what is true and false, what is good or bad, or what is helpful or not helpful. Children with autism may be poor at discerning deceit, insincerity, manipulation and victimization by peers due to the difficulties in intuiting other humans’ mental states and feelings. It is by now clear that strong ToM is associated with better discerning capabilities in social situations. While it is difficult to map and explore the complete space of discerning skills, we will focus on imparting the ability to discern anti-social attitudes and behaviours in this dissertation. A weak ToM is associated with greater levels of peer rejection \([8]\) and increased risk of aggression and peer victimization \([37]\). This high risk of bullying victimization is demonstrated in children and

---

\(^3\)https://lvn.org/about
adolescents with autism. Several possible etiologies including aggressive behaviours, fewer friendships and communication problems [161] have been proposed. Consistent with several previous researches on the relationship between low ToM skills and victimization, the lack of discernment in others’ social cues, intentions and emotions fueled by negative social behaviour, communication challenges, limited friendships and incorrect interpretation of what counts as bullying have been attributed as few of the crucial elements correlated to victimization [162, 163, 164, 165]. Similarly, machines still lack this ability to capture the motivations and emotions related to online social media content thereby crippling them from effectively understanding and detecting online hate, which is a unique form of peer victimization. Microsoft’s chatbot, Tay, is an infamous example of how machines without social intelligence can turn into a racist troll within 24 hours of interaction with people on social media [166]. The failure of Tay chatbot underlines the importance of competent discernment and its relationship with ToM skills, particularly in the context of hate and victimization. In our dissertation, we introduce our human behaviour models to recognize and distinguish hateful or abusive content. This will help prevent the creation of potentially evil AI agents.

Past research has focused on identifying and analyzing impacts of different forms of online peer victimization. This includes use of hurtful comments accounting to hate speech or cyberbullying, dissemination of false or malicious information and misuse of private user details [167, 168, 169, 170, 171, 172, 173]. A study by Gini et al. [174] emphasized the adverse consequences of such online victimization where the victims may be impelled to extremely destructive behaviours like suicide, overtly or covertly by the perpetrators. Efficient detection of hateful comments can be considered as a crucial step towards mitigating victimization. Majority of the work in this area of research [175] primarily use linguistic features from textual content. This limits the scope of interpreting online hate which is reflected in the results of their evaluations. Statistical techniques [176] have been applied to tackle bullying and hate using commonsense knowledge bases. In our research, we develop a hate speech detection model that incorporates socio-cultural cues along with representations obtained from human behaviour models. We demonstrate the advantages of integrating this additional knowledge and further discuss the potential of such models in the context of building socially-aware and responsible chatbots or conversational agents.

3.2.2 Research Plan: Understanding Online Hate Victimization

As explained in Section 3.2, children with limited ToM skills tend to have insufficient discernment abilities. Specifically, we focus on challenges associated with comprehending hurtful comments as it can lead to higher risk of becoming victims of bullying and harassment. Errors in understanding social cues in ambivalent social situations can be reduced by improving ToM capabilities. In our work, we focus on the influence of enhanced ToM in social media. In social media interactions, systems sans social intelligence perpetuate spread of hateful comments. Therefore, there is a growing need to identify and counter the problem of hateful content on social media. Online hate, a form of peer victimization, can have serious manifestations, including mental health issues, social polarization and hate crimes.

While prior works have proposed automated techniques to detect hate speech online, these techniques primarily fail to look beyond the textual content. Few attempts [48] have been made to study the personality traits of targets and instigators of hate. Some of the findings indicate similarities in personality traits such as low emotional awareness, and high anger and immoderation, which differ from personality traits of the general Twitter user population. Hence, interpreting
This is what the cult of Islam breeds
McCain is Leftist and senile...like a drunk racing a garbage truck down the freeway!
Leftist teaching their children to be perverted losers...nothing new there!
Democrat Dimms really are that dumb!!!
Zu****g is a human pimple...a blemish...a boil to be lanced...a disgusting infection.

Figure 6: Sample hate data along with the other features used for measuring hate.

socio-cultural cues and inferring personality characteristics or mental states of the user can help discern hateful expressions better. In this work, we propose a deep neural multi-modal model that can jointly learn from text semantics and representations of persona or mental states obtained from our behaviour models. [177] gives details about our earlier model. We extend this work by using users’ tweets along with the text under consideration to obtain their social behavioural representations. We further use provide provide interpretable insights into decisions of our model. We integrate both the aspects of SAML into our hate detection model.

By performing ablation studies and thorough evaluation of different modeling techniques, we will demonstrate the advantage of applying socially aware models towards understanding online hate. We will also compare the models based on how the representations produced by these models can delineate different categories of hate. The challenge is to conduct experiments that establish the connection between mental states of hatred. Our preliminary results using our persona and mental state representations are given in Table 3. Character-based model seems to have an advantage as far as tweets are concerned due to its idiosyncratic nature. Figure 2 shows the multi-modal data used in our model. We leverage on network features and additional data for socio-cultural (SC) features and then use specific user tweets or context information to compute persona or mental states representing human behavioural (HB) features. Persona-based features provide a significant jump to our model compared to mental states due to the gap between the trained story-based behavior models and hate speech models using non-contextual tweet information or the incoherent list of tweets.

We would like to further run a thorough evaluation of our model by introducing some modifications to our model and better explain the decisions made by the model. This is a crucial aspect towards enhancing their robustness and building user trust on such models. To this end, we will employ adversarial example generation model as explained in Section 2.2.3 for our online hate classifier. This will be used in addition to other post-hoc methods intended to identify relevant features necessary for a particular classification outcome.
### Datasets

<table>
<thead>
<tr>
<th>Details</th>
</tr>
</thead>
<tbody>
<tr>
<td>Founta et al. [178]</td>
</tr>
<tr>
<td>Davidson et al. [179]</td>
</tr>
<tr>
<td>Park &amp; Fung [180]</td>
</tr>
<tr>
<td>Goelbeck et al. [181]</td>
</tr>
<tr>
<td>Our dataset</td>
</tr>
</tbody>
</table>

**Table 2: Summary of different datasets.**

<table>
<thead>
<tr>
<th>Model</th>
<th>F1 (Hate)</th>
<th>F1 (Overall)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DL Models: Text Only</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BiGRU+Attn</td>
<td>0.683</td>
<td>0.801</td>
</tr>
<tr>
<td>BiLSTM-2DCNN</td>
<td>0.661</td>
<td>0.795</td>
</tr>
<tr>
<td>BiGRU+Char+Attn</td>
<td><strong>0.744</strong></td>
<td><strong>0.864</strong></td>
</tr>
<tr>
<td>BERT</td>
<td>0.725</td>
<td>0.838</td>
</tr>
<tr>
<td><strong>DL Models: Text+SC</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BERT+FF</td>
<td>0.766</td>
<td>0.876</td>
</tr>
<tr>
<td>BiGRU+Char+Attn+FF</td>
<td><strong>0.784</strong></td>
<td><strong>0.900</strong></td>
</tr>
<tr>
<td><strong>DL Models: Text+SC+HB</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BERT+FF+Persona</td>
<td>0.803</td>
<td>0.909</td>
</tr>
<tr>
<td>BiGRU+Char+Attn+FF+Persona</td>
<td><strong>0.824</strong></td>
<td><strong>0.935</strong></td>
</tr>
<tr>
<td>BERT+FF+MS</td>
<td>0.784</td>
<td>0.881</td>
</tr>
<tr>
<td>BiGRU+Char+Attn+FF+MS</td>
<td>0.806</td>
<td>0.902</td>
</tr>
</tbody>
</table>

**Table 3: Results of our preliminary experiments.** (SC: Socio-cultural Features, HB: Human-behaviour Features)

### 3.3 Pragmatic Skills

#### 3.3.1 Background

Another major aspect of social development is effective communication with one’s peers. For an effective communication, one should be able to understand the social context, beliefs, intentions and emotions of all the people involved. Prior works have emphasized the need for a well-developed ToM to engage meaningfully in conversations with capabilities to comprehend humor, metaphors, deception, irony and affective tone [41, 182]. Pragmatic functioning facilitates the appropriate use of language in different social contexts. Social language skills that are often used in our day-to-day social interactions are commonly referred to as Pragmatic language skills. In addition to social, cognitive and linguistic abilities, pragmatic competences skills also require awareness of the mental states of the other interacting agents and the capacity to manipulate complex representations of the communicative interaction, and answer differentially depending on the type of question asked [39, 182, 183, 184, 185]. Though the literature suggests robust
association between language understanding and ToM development [186], findings regarding the contribution of ToM towards pragmatic competence is still inconclusive. For example, works by Norbury [41, 187, 188] and Happe [189] suggest conflicting conclusions regarding the role of ToM in pragmatic competence. Despite these findings, it is important to understand that the ability to understand others’ mental states and their relation with behavior is an undisputed requirement of human communication [190]. Specifically, social-pragmatics is often alluded to circumstances that demand the ability of people to represent others’ intentions, beliefs and emotions. Therefore, the relationship between social pragmatics and ToM can hardly be denied.

Many of the studies involving human-human interactions have clearly established the advantages of engaging in caring and empathetic conversations by reciprocating appropriately to the social cues and emotional state of their social partners [191, 192, 193, 194, 195]. The recent advances in AI have accelerated the interest in automated conversational agents in many areas. Such agents have become prevalent in customer services [196, 197, 198] and more recently in mental health care services (Woebot\textsuperscript{4} or Tess\textsuperscript{5}). Despite significant progress in syntactic [199, 200] and semantic processing [201, 202] of utterances, they remain far from pragmatic processing [203], a key skill displayed by humans. Drawing ideas from neuroscience psychology and linguistics, it is necessary to expand beyond syntactic and semantic understanding of utterances and process pragmatic clues to infer their complete meaning. Usually, the conversation partners understand the unstated (implicit) meaning of an utterance by comprehending the intentions of its speaker [204, 205]. Several language architectures trained on barely curated social media conversations or independent books, though improved the syntactic correctness of generated sentences, the risk of generating potentially insensitive responses bordering on bigotry and hate can’t be discounted [206, 207, 208, 209, 210, 166]. Since social pragmatic skills necessitate the understanding of the human expectations and behaviour, most automated agents either lack such skills [211, 212] or dodge this requirement by modifying the tone of responses laced with wit or humour (Cleverbot\textsuperscript{6}, Zo\textsuperscript{7}, Watson\textsuperscript{8}). Though this makes for interesting and amusing conversational agents, lack of pragmatic reasoning diminishes their relevance in serious social contexts [196].

In our dissertation, we do not intend to solve all the challenges related to conversational agents. Instead, we propose to advance the research towards treating conversational agents as social actors that can gauge the emotions and motivations of people. By introducing our models that represent human social behaviour, we seek to address some of the questions that arise about the pragmatic social skills of such agents, extent to which such agents can engage emotionally with humans in natural social settings and the degree to which humans can calibrate trust on these agents.

### 3.3.2 Research Plan: Empathetic Response Generation

Endowing machines with pragmatic skills is one the fundamental challenges in AI research. There have been several efforts towards mimicking human behaviour through text based conversations. With the advent of personal intelligent assistants like Siri, Alexa, Google Assistant, the daunting challenge for such conversational agents is to be natural and believable by rising beyond being mere
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conveyors of information and eventually be able to build a bond with human users. By understanding human social behaviour and establishing an emotional connection with people, conversational agents can turn into an efficient social actor which can appropriately communicate to people knowing what, how and when to say certain things in different social situations. Since our behaviour models are primarily intended to learn, understand and represent human personality traits or intents and emotion, we leverage these models in different conversational systems. Some of the prior works have emphasized the need for empathetic conversation modeling, knowledge and memory modeling, interpretable machine intelligence, deep reasoning, cross-media and continuous streaming artificial intelligence, and modeling and calibration of emotional or intrinsic rewards reflected in human needs [213] for an open domain social conversational system. Though our behaviour models do not comprise of all the mentioned features, we definitely lay our attention on the importance of inferring personas, intent and emotion based on human behaviour, assimilating social commonsense knowledge in a memory and finally, giving insights into the decisions of the model. We believe that our approach can expedite the research towards building an efficient human-like conversational systems.

In this work, we investigate different techniques to take advantage of our human social behaviour models and validate its relevance in improving pragmatic skills for conversational systems. This will involve dynamic recognition of personas, intents and emotions of the conversation partner and generate appropriate interpersonal responses. We do not claim to build a conversational agent from scratch that can impart all the pragmatic skills required for an efficient social interaction. However, we will demonstrate the advantage of applying the knowledge from the trained behaviour models in the form of a more refined and empathetic responses. Several language architectures are trained on text scraped from social media conversations without much curation [208]. It is likely that these models trained on such data could throw aggressive responses. Therefore, in addition to the behaviour models, we will use our online hate detection model to ensure no such hurtful responses are generated.

The key idea is to encourage the generator to produce responses with augmented knowledge based on persona or intent/emotion representations inferred from past utterances of the conversation partner. These representations can be used as an additional input to the model to encode the current mental state of the interacting user. The most likely response can be computed after assessing the agent’s own behaviour by rewarding them using our models for hate detection and intent/emotion inference. By encoding interacting users’ persona and intent/emotions and rewarding responses that are non-hurtful and driven by positive and intent/emotions, we hope to improve the pragmatic abilities of the conversational agent. Besides the behavioural representations, we are also interested in utilizing the memory models explained in Section 3.3 as read-only knowledge store for generation of empathetic responses. Evaluating conversational agents is still an open research problem. The need for empathy in responses adds another layer of complexity in evaluating such models. We use EmpatheticDialogues dataset [214] as one of the benchmark datasets to eval-

Figure 7: Sample from EmpatheticDialogues dataset as illustrated in [214].
uate our models’ ability to generate empathetic responses. In addition to automated metrics for evaluating these responses, we also compare their social appropriateness using human evaluations.

4 Contributions & Expected Results

The overall goal of this dissertation is to advance the research towards building socially intelligent AI systems which in turn can help us make progress towards the development of AGI. We will approach this idea through different projects, that will make the following contributions:

- Developing models towards understanding human social behaviour with suitable knobs to continually learn and improve.

- Demonstrate the power of our representations obtained from behaviour models in different ToM-critical social competence tasks requiring narrative processing skills, discerning skills and pragmatic skills.

Thee projects will be supported by publication-quality research papers and open source code. Given these efforts are successful, it could potentially lead to the development of sophisticated AI systems that is well-aligned with human behavior, goals, and preferences.

5 Proposed Timeline

March 2020 - April 2020

- Finalize mental state models and conduct experiments.

- Run thorough evaluation of these models.

- Write up the results of the experiments and submit paper for publication.

April 2020 - June 2020

- Train/Fine-tune our online hate and empathetic response generation model using the representations obtained from personas/mental-state models.

- Conduct experiments comparing the state-of-the-art models for online hate and empathetic dialogue systems and evaluate the results.

- Write and submit the empathetic response generation paper for publication.

June 2020 - August 2020

- Write and revise the dissertation.

- Dissertation Defense.
6 Resources Required

The following resources will be required or useful for the completion of the proposed research:

- Computational resources, especially extensive GPU hours and data storage to train models.
- Funds to hire undergraduate assistants.
- Funds to hire mechanical turks, crucial for evaluations.
- Funds for conference travel to present the research.
- Assistance in disseminating links to data collection websites to encourage participation.
References


