Assessing Children’s Perceptions and Acceptance of a Social Robot

Jacqueline M. Kory-Westlund
Cynthia Breazeal
jakory@media.mit.edu
cynthiab@media.mit.edu
MIT Media Lab
Cambridge, MA

ABSTRACT

Children’s interactions with social robots and other technologies are increasingly longitudinal, especially in areas such as healthcare, therapy, and education. As such, we need to understand how children perceive social robots over time and the kinds of relationships they develop. Relatively few validated assessments exist that measure young children’s relationships or their perception and acceptance of social robots. Thus, we present pilot tests of two assessments created for use with children aged 4–7: the Picture Sorting Task and the Social Acceptance Questionnaire. Through a single-session study and also a long-term study, we found that children responded appropriately to the assessments and that the assessments could capture changes in children’s perception and relationship over multiple encounters.

CCS CONCEPTS
- Social and professional topics → Children;
- Applied computing → Psychology;
- Computer systems organization → Robotics;
- Human-centered computing → User studies.
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1 INTRODUCTION

Social robots and related technologies are increasingly used with children in longitudinal contexts, such as education, healthcare, and therapy [6, 23, 40, 43, 49, 59, 60]. Because the goals of child–robot interactions in these areas—namely learning, behavior change, and improving health—necessarily take time, the interactions children have are thus longer-term, with repeated encounters over weeks or months. As a result, we need to understand how children perceive social robots over time and how their relationships with the robots change and develop.

Prior research has shown that children treat robots as social agents that are not quite like people, and are also more than mere machines. Children apply social judgments to robots and respond to their social cues in ways similar to how the children respond to people [10, 34]. Children ascribe psychological and perceptual properties to robots, and also properties of artifacts and toys [3, 29, 32, 35, 36, 42]. Children often think of and speak about robots and other autonomous technologies in social ways, and compare them to both people and toys [13, 14]. They have shown moral objections to the object-like treatment of robots, such as putting robots away in a closet [29], but may also say that, like other objects, people made the robot, people can own robots, and robots can break [36].

Together, this research suggests that children think of robots as betwixt and between the dualistic categories of alive, animate beings and inanimate objects. However, many of these studies examined single encounters that children had with robots. An open question is how much of children’s and perception of the robot might be due to novelty or in-experience. Might children revise their opinions after more time interacting with real robots over multiple encounters? Some recent research has begun examining children’s long-term interactions with social robots, especially in education [1, 25, 30, 33, 40, 49, 56, 57]. In these interactions, robots are often situated as relational agents, i.e., as agents that actively try to build and maintain long-term, social-emotional relationships [9]. However, most of the work so far has focused on the efficacy of the interaction on children’s learning,
engagement, or on other performance metrics, rather than attempting to measure children’s relationships with the robot or perception of the robot as a social agent over time. This is partly because there are relatively few validated assessments for measuring young children’s relationships or their perception and acceptance of social robots as relational agents. Many of the existing assessments target older children and adults, often assuming reading, comprehension, and attention capabilities above that of most 4–6-year-olds [2, 5, 22, 45]. The one exception is a recent paper presenting four new assessments for measuring the relationships of children aged 5–6 years with social robots [37], which focused on children’s closeness to the robot, intimacy via self-disclosure, perception of the robot as a social-relational agent, and how children talk about the robot versus their human best friend.

In this paper, we present pilot tests of two new assessments for use with children aged 4–7 years: the Picture Sorting Task (PST) and the Social Acceptance Questionnaire (SAQ). These two assessments focus on children’s acceptance of the robot and their perception of the robot’s animacy and human-likeness, which are important qualities that may reflect how likely the child is to treat the robot as a social, relational agent. We tested both assessments in a single-session study and an eight-session field study. We report two primary contributions. First, we discuss the reliability and appropriateness of each assessment, which we use to show that the assessments are valid. Second, we discuss key results of the studies that show the type of information that can be gained from these assessments, which can be used as an point of comparison for later work regarding children’s perceptions of robots.

2 BACKGROUND

Children’s Perceptions of Robots

Prior research has found that a robot’s social capabilities—such as contingent behavior and appropriate gaze, facial expressions, affect and emotion, gesture, and posture—can increase the likelihood that children will treat robots as social agents, similar to how they interact with people [10, 28, 31, 34, 35, 39, 48]. During long-term interactions with robots, children display social behaviors associated with developing friendships and close relationships; they report feeling close to robots and think of the robot as social and relational agents [37].

Children’s perceptions of robots appear to be shaped not only by the robot’s own behavior, but also by children’s experiences in the world and the opinions of those close to them. For example, children’s attributions of intelligence to a mouse or a robot was similar to their parents’; they mirrored their parents’ mental models [14]. Stories told to children by an adult about a robot’s social capabilities affected their social judgments of the robot [36].

In studying children’s long-term interactions with robots, we will need to understand not only the relationships children are developing, but also how children construe the robot. Children’s perceptions of the robot’s socialness, animacy, and human-likeness may be an important factors in how they ultimately relate to the robot and whether they treat it as a relational agent. Thus, the two assessments we present in this paper focus on measuring children’s perception of the robot’s animacy and human-likeness.

Assessing Perceptions of Robots

Prior work on long-term child-robot interaction has used various assessments to measure children’s engagement and the robot’s social presence, often using multiple-choice questionnaires or examining children’s gaze, affect, and speech patterns, as well as several newer assessments that explicitly examined children’s relationship with the robot through picture-based questions, disclosure, and interviews [37, 41]. With regards to children’s perception of the robot’s animacy and human-likeness, prior work has primarily used questionnaires or interviews [24, 36, 47]; a few studies have also examined children’s behavior, e.g., with a robotic dog versus with a stuffed dog [27]. In human-human studies, younger children’s relationships have primarily been assessed through interviews or observational methods, such as coding children’s behavior for different aspects of relationships such as disclosure, exclusivity, connectedness, conflict, and proximity [18, 20, 38, 52, 61].

With older children or adults, numerous studies have used the Godspeed questionnaire to measure people’s perception of a robot’s anthropomorphism, animacy, likeability, perceived intelligence, and perceived safety [4, 5]. There are several other similar questionnaires that measure human-likeness, eeriness, or people’s attitudes toward robots [21, 46]. However, assessments that work well for older children and adults, such as written questionnaires, may not work as well for younger children who may be pre-reading, have shorter attention spans, or may be unable to complete standard Likert-style questionnaires [12, 37]. In HCI, picture-based scales and activities have been successfully used with young children to measure, e.g., engagement, fun, and self-concepts of competence and acceptance [15, 19, 50, 51], but have not been used to assess children’s perceptions of animacy or their acceptance of robots. Thus, our new assessments both use pictures. The first uses a picture-based activity to probe children’s construal of robots, while the second uses an questionnaire assisted by pictorial scales.

3 ASSESSMENTS

The instructions and materials for the assessments are available on figshare: https://doi.org/10.6084/m9.figshare.7575911.
Picture Sorting Task. The PST was intended a way of asking children about important features that distinguish different entities, such as aliveness, perception, cognition, human-likeness, and animacy, without using a language-based activity or a questionnaire. Children were asked to arrange a set of pictures of eight entities along a line. The entities included a baby, a frog, a cat, a teddy bear, a computer, a mechanical robot arm, a robot from a movie (e.g., Baymax, WALL-e, or R2D2, depending on which the child was familiar with), and the robot they interacted with in the study. The line was anchored at one end with a picture of an human adult female and at the other with a picture of a table. We wanted to see where children placed the study robot in relation to the other entities. This could help us gain an understanding of how children construe the robot’s animate and human-like qualities as compared to these other entities.

Social Acceptance Questionnaire. The SAQ used several questions taken from the Social Acceptance Scale for Kindergarten Children [16, 17], which measures children’s acceptance of peers with disabilities (e.g., peers with limitations in how they can interact, such as being unable to walk, hear, or see). We used these questions because robots often have significant limitations in their interaction modalities, e.g., with hearing and understanding because of technical challenges regarding automatic speech recognition and language understanding. We wanted to understand whether children were generally accepting of a robot with these limitations as compared to their acceptance of human peers with similar limitations.

We selected four of the most relevant questions (Table 2) that asked children directly about whether they would like to be good friends with a child with disabilities. The questions can be answered with "yes/no/maybe" responses using a visual scale of 3 smiley faces, which children can point at. We asked these questions both about another child and about the robot in the study.

4 STUDY 1
Methodology
Participants. We recruited 86 children aged 3–8 (M = 5.31 years SD = 1.43; 44 female, 42 male) from the general Boston area to participate in the study. Of these, 3 were 3-year-olds, 30 were 4-year-olds, 19 were 5-year-olds, 15 were 6-year-olds, and 9 were 7-year-olds, and 10 were 8-year-olds. We recruited a wide age range in order to obtain a sufficient number of participants and also because we were interested in seeing whether older or younger children might respond to the assessments differently. Regarding ethnicity, 48 were White, 7 Asian, 3 Hispanic or Latinx, 20 mixed, and 6 not reported. Forty-nine children spoke English only; 37 children were bilingual. Only some parents reported income level and mother’s highest level of education: 1 had an income of $10k-$30k, 1 of $30k-$50k, 6 of $50k-$75k, 3 of $75k-$100k, 11 of $100k-$150k, and 23 of over $150k; 41 not reported; 14 were college graduates, 45 had graduate or professional training, and 27 not reported.

Procedure. The first pilot study was a single-session encounter in the lab, approximately 20 minutes in length, during which children interacted one-on-one with a teleoperated social robot, Tega. The robot, pictured in Figure 1, was designed to act as a peer of about the same age as the children, with a friendly and outgoing demeanor. The robot was introduced by name. Children were told that it enjoyed talking about pictures and telling stories. The robot led children in a conversation about a set of pictures (depicting holidays, school activities, a park, and children’s movies). It told children a story, and then asked children to retell the story, similar to the activities used in [35, 49]. We administered the PST and SAQ after children completed the robot interaction.

Data. We recorded children’s responses to the both assessments in a spreadsheet.

Data Analysis. We coded children’s responses to the SAQ on a 3-point scale, with “no” as 0, “maybe” as 1, and “yes” as 2. We labeled children’s placement of the entities in the PST, with the anchor on one end (the human) at position 1 and the anchor at the other (the table) at position 10. Thus, a lower rank indicated that children placed the entity closer to the adult woman. We counted positions to determine what rank was held by each picture. We also computed scores for Tega’s rank relative to the other entities. For example, we subtracted the human baby’s rank from Tega’s rank to get Tega’s rank relative to the human baby and human adult.

Following the example of [37], we took a two-pronged approach in our data analysis. We first looked at the appropriateness of children’s responses, and the reliability and validity of the assessments. Then, we looked at the assessments...
with respect to age and gender differences. These analyses, in line with the goals of this paper, served to provide a point of comparison for future work. We were interested in gender differences because prior work has found differences both in how boys and girls develop relationships with their peers as well as with robots [7, 11, 18, 37]. All analyses reported below were planned comparisons.

**Results**

**Picture Sorting Task.**

Reliability and appropriateness of response. One-sample t-tests were used to compare the mean of children’s responses to chance levels of responding for each PST entity. For chance levels, we used a mean of 5.5, the middle of the scale. If most or all entities were not different from chance, this would indicate that children were likely placing the entities randomly. However, if only one or two entities were not different from chance, it would indicate that most entities were being placed consistently toward one end of the scale or the other, which is what we expected to see.

Descriptive statistics and t-test results are shown in Table 1. Children’s responses differed from chance as expected: children rated the baby, cat, and Tega as closer to the human adult; the movie robot, robot arm, and computer were closer to the table. The frog and teddy bear were not placed significantly differently from chance, but because these entities could be seen as “in between” the others in terms of
their animacy and human-likeness, this was in line with our expectations.

Differences over time and by gender. A mixed analysis of variance on the entity positions with entity (within: Tega, baby, cat, frog, teddy bear, movie robot, robot arm, computer) and gender (between: male or female) with age as a covariate revealed a significant main effect of Entity, $F(7, 588) = 69.9, p < 0.001$ (Figure 2). Post-hoc tests revealed that the baby was placed closer to the human adult than all other entities. The cat was placed closer to the human adult than all entities except the baby, and its position was not significantly different than that of Tega or the frog. The Tega robot was placed closer to the human adult than the teddy bear, movie robot, robot arm, and computer. The computer and robot arm were placed closer to the table than all other entities; their positions did not differ significantly from each other.

Finally, the positions of the frog, teddy bear, and movie robot did not differ from each other.

We performed a second mixed analysis of variance for the entity positions relative to the Tega robot. We observed a main effect of entity, $F(6, 504) = 69.8, p = <0.001$ (Figure 3). Post-hoc tests revealed that the baby was placed farther from Tega, and closer to the human adult than Tega was, than all other entities. The computer and robot arm were placed farther from Tega, and closer to the table than Tega, than all other entities. The cat was placed closer to Tega, and closer to the human, than all other entities except the frog; the frog was not placed significantly differently. The frog, movie robot, and teddy bear were not different from each other.

Social Acceptance Questionnaire.

Reliability and appropriateness of response. One-sample t-tests were used to compare the mean of children’s responses to chance levels of responding for each question (mean of 1).
Table 2: Summary of children’s overall SAQ responses. All differed significantly from chance (mean = 1), as shown by one-sample t-tests. Here, “S1” = “Study 1”, “S2” = “Study 2”, “df” = “degrees of freedom”, “t” = “t-value”, and “p” = “p-value”. The four questions are Q1: “Would you like to be good friends with a kid/robot who can’t see?”, Q2: “Would you like to be good friends with a kid/robot who can’t hear well?”, Q3: “Would you play with a kid/robot even if they had special needs or were disabled?”, Q4: “Would you like to be good friends with a kid/robot with special needs?”

<table>
<thead>
<tr>
<th>Question</th>
<th>Study</th>
<th>Mean (SD)</th>
<th>df</th>
<th>t</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1 Kids</td>
<td>S1</td>
<td>1.47 (0.76)</td>
<td>85</td>
<td>5.66</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Q2 Kids</td>
<td>S1</td>
<td>1.41 (0.74)</td>
<td>85</td>
<td>5.09</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>S2 pre</td>
<td>1.43 (0.76)</td>
<td>48</td>
<td>3.93</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>S2 post</td>
<td>1.42 (0.72)</td>
<td>44</td>
<td>3.92</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Q3 Kids</td>
<td>S1</td>
<td>1.51 (0.73)</td>
<td>85</td>
<td>6.49</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Q4 Kids</td>
<td>S1</td>
<td>1.51 (0.70)</td>
<td>85</td>
<td>6.79</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>S2 pre</td>
<td>1.56 (0.71)</td>
<td>47</td>
<td>5.48</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>S2 post</td>
<td>1.58 (0.62)</td>
<td>44</td>
<td>6.24</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Q1 Robot</td>
<td>S1</td>
<td>1.65 (0.63)</td>
<td>85</td>
<td>9.61</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Q2 Robot</td>
<td>S1</td>
<td>1.50 (0.73)</td>
<td>85</td>
<td>6.34</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>S2 pre</td>
<td>1.39 (0.81)</td>
<td>48</td>
<td>3.34</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>S2 post</td>
<td>1.49 (0.73)</td>
<td>44</td>
<td>4.51</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Q3 Robot</td>
<td>S1</td>
<td>1.62 (0.69)</td>
<td>85</td>
<td>8.30</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Q4 Robot</td>
<td>S1</td>
<td>1.63 (0.63)</td>
<td>85</td>
<td>9.19</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td></td>
<td>S2 pre</td>
<td>1.39 (0.84)</td>
<td>48</td>
<td>3.24</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>S2 post</td>
<td>1.60 (0.69)</td>
<td>44</td>
<td>5.85</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

We expected that more than half the children would respond positively (i.e., be accepting). Descriptive statistics and the t-test results are shown in Table 2. Children’s responses differed from chance as expected, with children being more likely to respond positively to the questions.

The reliability of the SAQ was determined by measuring the internal consistency using Cronbach’s alpha of the four questions about children and of the four questions about robots separately, since we did not expect that children’s opinions about other children and about robots would necessarily be aligned. An alpha coefficient of 0.87 (95% CI: 0.82–0.91) was found for the questions about children. Item reliability was calculated through an item analysis, which revealed that all questions were correlated with the total score, with r values between 0.81–0.88. For the questions about robots, an alpha coefficient of 0.86 (95% CI: 0.82–0.91) was found. Item analysis revealed strong correlations of all questions, with r values between 0.83–0.87 for all items.

Because of the items’ reasonably high internal reliability, we computed the sum of the SAQ questions about children and about robots as two composite scores.

Differences over time and by gender. We performed analyses of variance with gender (male vs. female) with age as a covariate on the composite SAQ score. We observed no significant differences, though we did see a trend for a main effect of gender for both the questions about children, $F(1,79) = 3.82, p = 0.054$ (Figure 4); and the questions about robots $F(1,79) = 2.98, p = 0.09$ (Figure 5). In both cases, girls were more likely than boys to say they would be accepting (children: girls $M = 6.39, SD = 2.42$; boys $M = 5.38, SD = 2.46$; robots: girls $M = 6.80, SD = 2.15$; boys $M = 5.98, SD = 2.33$).

5 STUDY 2
Methodology

Participants. We recruited 49 children (23 female, 26 male) aged 4–7 ($M = 5.5, SD = 0.93$) from four Boston-area schools to participate, none of whom had participated in Study 1. We recruited from multiple schools because it was not possible to recruit sufficient children from a single school. There were 31 children from School A, 5 children from School B, 6 children from School C, and 7 children from School D. There were 10 four-year-olds, 10 five-year-olds, 24 six-year-olds, and 7 seven-year-olds. Only some parents provided additional demographic information for their children. For ethnicity, 19 children were White, 10 Asian, 1 Black, 1 Hispanic or Latinx, 2 Mixed, and 16 not reported. Twenty-two children were from English-dominant families, 11 were dominant in another language, and 16 were not reported. Three children came from families with an income of $10k-$30k, 4 of $50k-$75k, 4 of $75k-$100k, 6 of $100k-$150k, 12 of over $150k, and 20 not reported. Regarding mother’s highest level of education, 4 were high school graduates or GED, 1 had some college or vocational school, 9 were college graduates, 20 and graduate or professional training, and 16 were not reported.

Procedure. The second pilot study was longitudinal. Children interacted one-on-one with an autonomous social robot, Tega, approximately once per week, for a total of 8 15–20 minute sessions. The robot, shown in Figure 1, was introduced as a peer who enjoyed telling stories; its personality was very similar to that in Study 1: The robot led conversation, told children stories, and asked children to either tell their own stories, and asked children to either tell their own or retell the robot’s stories.

Due to time limitations, we dropped Q1 from the SAQ due to being less relevant and Q3 due to redundancy with Q4. We administered the modified SAQ (Q2, Q4) during a pretest prior to children interacting with the robot, and a second time after children’s 7th session with the robot. We administered the PST prior to children’s 2nd session with the robot and during a posttest after their 8th session with the robot. The differences in when the assessments were
administered were a result of the length of the sessions and other assessments used in the study.

Data. As in Study 1, we recorded children’s responses to the both assessments in a spreadsheet.

Data Analysis. Data analysis proceeded the same way as in Study 1. Forty-eight children answered all SAQ questions at the pretest; 1 child did not respond to Q2. Four children were unavailable for the posttest and were excluded from the pertinent analyses. All analyses reported below were planned comparisons.

Results
Picture Sorting Task.

Reliability and appropriateness of response. As in Study 1, one-sample t-tests were used to compare the mean of children’s responses to chance levels of responding (mean of 5.5) for each PST entity at the pretest and posttest. Descriptive statistics and the t-test results are shown in Table 1.

As in Study 1, children’s responses differed from chance as expected, though in slightly different ways. Children rated the baby and cat as closer to the human adult; the robot arm and computer were closer to the table. The frog and movie robot were not placed significantly differently from chance. At the pretest, Tega was closer to the table; at the posttest, its position was not different from chance. At the pretest, the teddy bear was not different from chance; at the posttest, its position was closer to the table.

Differences over time and by gender. A mixed analysis of variance on the entity positions with entity (within: Tega, baby, cat, frog, teddy bear, movie robot, robot arm, computer), time (within: pre vs. post), and gender (between: male or female) with age as a covariate revealed a significant main effect of Entity, $F(7,656) = 45.9, p < 0.001$ (Figure 6). Post-hoc tests revealed that the baby was placed significantly closer to the human adult than all other entities. The cat was placed significantly closer to the human adult than all entities except the baby. The Tega robot was significantly closer to the human adult than the computer, and farther from the adult than the baby and the cat, but was otherwise not placed at a significantly different position from any other entity. The computer was placed significantly closer to the table (and farther from the human adult) than all entities except the robot arm and the teddy bear. Finally, the frog was placed closer to the human adult than the robot arm.

There was a trend toward an interaction of time with gender and entity, $F(7,656) = 1.70, p = 0.11$, which suggested, e.g., that girls may have placed the baby closer to the human adult than boys did, that girls may have placed the computer as farther than boys did, and that girls may have moved the teddy bear farther away at the posttest.

We performed a second mixed analysis of variance for the entity positions relative to the Tega robot. We observed a main effect of entity, $F(6,568) = 46.1, p < 0.001$. The baby and cat were both placed farther from Tega, and closer to the human adult than Tega was, than all other entities (Figure 7). The computer was farther from Tega than the frog and movie robot were (as well as farther from the adult). There was a trend for an interaction of time with gender and entity, $F(6,568) = 1.74, p = 0.11$. These suggested, e.g., that girls may have placed the robot arm closer to the adult than the Tega robot at the posttest than at the S2 test, while boys showed the opposite pattern; girls also tended to place the cat, frog, and computer farther away from Tega than boys did.

Social Acceptance Questionnaire.

Reliability and appropriateness of response. As in Study 1, one-sample t-tests were used to compare the mean of children’s responses to chance levels of responding for each question (mean of 1). Descriptive statistics and the t-test results are shown in Table 2. Children’s responses differed from chance as expected, with children being more likely to respond positively to the questions at both the pretest and posttest.

As in Study 1, we determined the reliability of the SAQ measuring the internal consistency using Cronbach’s alpha and also the Pearson correlation of the two questions about children and of the two questions about robots separately, since we did not except that children’s opinions about other children and about robots would necessarily be aligned. At the pretest, an alpha coefficient of 0.63 (95% CI: 0.42–0.83) was found for the questions about children. Item reliability was calculated through an item analysis, which revealed that both questions were correlated with the total score, with $r$ values of 0.87 and 0.84. The items were moderately correlated with each other, $r_p = 0.458$. For the questions about robots, an alpha coefficient of 0.77 (95% CI: 0.65–0.90) was found, with item $r$ values of 0.90 and 0.91. The items were correlated with each other, $r_p = 0.632$.

At the posttest, an alpha coefficient of 0.34 (95% CI: -0.03–0.70) was found for the questions about children, with item $r$ values of 0.81 and 0.74. The items were only somewhat correlated with each other, $r_p = 0.204$. For the questions about robots, an alpha coefficient of 0.42 (95% CI: 0.09–0.74) was found, with item $r$ values of 0.81 and 0.78. The items were slightly correlated with each other, $r_p = 0.264$.

We computed the sum of the SAQ questions about children and about robots as two composite scores and examined test-retest reliability for each composite score. Test-retest reliability was moderate for the questions about children, $r_p = 0.487$, and poor for the questions about robots, $r_p = 0.199$. These results were as expected. We expected children to
change their opinions of the robot over time as they grew familiar with it, but change their opinions about other children somewhat less due to existing familiarity and established opinions.

Differences over time and by gender. We performed mixed analyses of variance with time (within: pre vs. post), gender (between: male vs. female) with age as a covariate on the composite SAQ scores. We observed no significant effects, though for the composite children score there was a trend for a main effect of gender, $F(1,40) = 2.04, p = 0.16$ (Figure 8). Girls were more likely than boys to say they would be accepting of other children (girls $M = 3.20$, $SD = 1.13$; boys $M = 2.80$, $SD = 1.09$). For the robot score, there were trends for both main effects of gender, $F(1,40) = 2.05, p = 0.16$; and time, $F(1,43) = 1.85, p = 0.18$ (Figure 9). Again, girls were more likely than boys to be accepting of the robot (girls $M = 3.14$, $SD = 1.30$; boys $M = 2.70$, $SD = 1.36$). Children were slightly more likely to be accepting of the robot at the posttest (pre $M = 2.73$, $SD = 1.53$; post $M = 3.09$, $SD = 1.12$).

6 DISCUSSION
We presented two new assessments for measuring children’s acceptance of a social robot and their perception of a robot’s
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Figure 8: Girls were slightly more likely to be accepting of other children in Study 2.

Figure 9: Children slightly increased their acceptance of the Tega robot from pretest to posttest in Study 2. Girls were slightly more likely to be accepting than boys.

We tested the assessments in both a single-session study and a long-term study. Below, we discuss the reliability and validity results, which demonstrated that children responded appropriately to both assessments. We also discuss the results of using these assessments in the two studies, which show that the assessments can capture differences among children and can be used as a point of comparison for future work.

During the PST, we observed that children’s placements of the entities varied, but in general, they tended to place each entity in a reasonable position. For example, children most often placed the baby and cat nearest to the human adult, and placed the robot arm and computer nearest to the table. Children’s placements of the different entities showed that children understood several important features that distinguished the different entities, such as their differing levels of aliveness, animacy, and human-likeness.

Children’s placement of the entities in the two studies were fairly similar. Notably, however, in Study 1, the Tega robot was placed closer to the human adult than in Study 2. This is more likely due to the relative autonomy of the robots used in each study rather than differences in activities performed (both studies used similar conversation and storytelling). In Study 1, the robot was teleoperated, which could have lent it a greater degree of responsiveness and human-likeness than the autonomous robot used in Study 2.

The fact that the Tega robot was frequently placed somewhere in the middle, and also frequently close to the frog, movie robot, teddy bear, and robot arm is revealing regarding children’s perceptions of the robot. The Tega robot was seen as more human-like than a computer, but definitely less human-like than a baby and a cat. Children seemed to understand that it filled an in-between space: it was not alive in the same way as a human or sophisticated animal; it was also perceiving them and responding to them in a way unlike more static computers and mechanical things. This is in line with prior work suggesting that children may categorize robots as in-between entities, with attributes of both living beings and mechanical artifacts [3, 26, 29, 36, 42, 58]. Children did not confuse the robot with a human—they knew it was different. This may be a result of numerous factors. The robot followed a script; it could not interact in an open-ended way or respond to all a child’s questions. Its morphology may have influenced children’s perceptions as well, since the Tega robot is fluffy and colorful, and moves more like an animated character than like a humanoid being.

One extension of the PST could be to ask children to speak aloud during sorting about why they are placing each entity in a particular position. Anecdotally, we did attempt a version of this with several children. When they had finished sorting, we asked why they had placed each entity where they did, but these particular children were unable to articulate what features they were using to sort the entities, instead leaving us with shrugs or “I don’t know”. In future work, we may be able to develop an appropriate protocol for asking children to explain more about what they think or feel is different about the entities, as a way of gaining a deeper understanding of how they are construing the animacy and human-likeness of the entities.

Regarding the appropriateness of the SAQ, we saw children use all answer options. They gave a range of responses, though children predominantly responded positively to questions about their acceptance of both other children and of the
robot. The SAQ had reasonable internal reliability, more so for the 4-question version used in Study 1 than the 2-question version used in Study 2. Study 2 had used a 2-question version primarily because of time limitations, so we recommend using the full 4-question version if there is time to do so. We found the composite score to be a useful summary score for this assessment. That said, depending on one’s research questions, examining children’s responses to individual questions may be appropriate and informative (e.g., an individual question about acceptance of a child or robot with a particular limitation if that limitation is being studied in particular).

Children’s SAQ responses about children were relatively stable in Study 2 from the pretest to posttest with moderate test-retest reliability. Their SAQ responses about the robot were not so stable, which was expected, since we had hypothesized that children might change their opinions of the robot over time.

One complication with the SAQ was that some children did not know what disabilities or special needs were. The protocol did include a brief conversation about disabilities prior to asking the questions, but did not include a standard definition that all experimenters were required to use if children were unsure. We recommend adding a standard definition to the questionnaire prior to asking the questions along the lines of, “Sometimes kids with disabilities or special needs can’t see, or can’t hear, or maybe they use a wheelchair. Sometimes they need extra help with things.” Any definition used should be tested with children prior to being added to the SAQ.

We saw no significant differences by age for either assessment, suggesting that both were appropriate for our target age group (i.e., 4–7 years). There were a few 3-year-olds in Study 1 as well as several 8-year-olds, so it may be that these assessments will also work for some children outside our target range, though further longitudinal testing with these younger and older children will be needed.

Regarding differences over time, in Study 2, we saw several trends suggesting that children’s placements of the entities in the PST changed from the pretest to posttest. While not statistically significant, these trends suggest that children may have changed their construal of the robot’s properties relative to these other entities after interacting with it over the course of the study. The lack of statistical significance could be for several reasons, foremost being that the time children spent with the robot may not have been long enough for measurable changes in their construal of the robot to occur. Relationships can take time to develop. If children’s construal of the robot as an animate, human-like being is related to their relationship or friendship with the robot, it could take more time for their construal to change, since frequency of interaction has been shown to influence children’s perceptions of their friendships with peers [44, 53].

We also saw in Study 2 that children’s acceptance of the robot increased over time. Again, this was not statistically significant, perhaps for the same reasons regarding the total length of the interaction. The children in the study also started out with fairly accepting attitudes, so perhaps there was less space for significant change to occur.

We observed several trends for differences between genders for both assessments, such as girls being more accepting of other children and of the robot than boys. These differences jibe with prior research on differences in girls’ versus boys’ relationships, which has shown, e.g., that girls are often more egalitarian than boys and often rate intimacy and alliance higher than boys do [7, 8, 11, 18]; girls have also rated a robot as more social and relational than boys [37], and have expressed preferences for playing with a robot with a matching gender [54, 55]. The differences we observed, though not statistically significant, suggest that the assessments can capture some individual differences between children.

7 LIMITATIONS AND FUTURE WORK

There are several limitations of this work. First, the two studies included only a small number of participants, with unequal numbers of children of each age group and each demographic group. This is partly a result of the nature of child-robot interaction studies, particularly long-term studies, in which it can be difficult to recruit sufficiently large numbers of children. Future work should endeavor to test the PST and SAQ with a larger, more diverse, and more balanced population of children.

Second, multiple experimenters were involved in the administration of the studies. As such, they may have administered the assessments in slightly different ways, despite being given the same set of instructions regarding administration. This could have affected some children’s responses.

Third, the assessments only measured children’s acceptance with respect to the robot’s abilities, and their construal of the robot’s animacy and human-likeness in comparison to a set of other entities. Future work should focus on developing assessments to measure other aspects of children’s acceptance and construal of robots, as well as other aspects of children’s overall relationships with robots. In addition, because there are no existing measures of these constructs that work well with young children, we could not perform a comparison of these new assessments to existing ones.

Despite these limitations, this work is an important contribution to human-robot interaction. We present these two assessments for others to use, modify, and improve as a way of enabling child-robot interaction research. We hope these assessments will be useful tools for others who want to understand how children think about and relate to social robots—and, potentially, to other technological agents—during both single-session studies and long-term interactions.
ACKNOWLEDGMENTS

We would like to thank Paul Harris for his help and advice in creating these assessments. This research was supported by an MIT Media Lab Learning Innovation Fellowship.

8 SELECTION AND PARTICIPATION OF CHILDREN

For Study 1, we recruited 86 children aged 3–8 years to participate from the general Boston area. For Study 2, we recruited 49 children aged 4–7 to participate from four Boston-area schools. We recruited from multiple schools because it was not possible to recruit enough children from a single school. We invited all children in the classrooms whose teachers were interested in the study to participate. In both studies, children’s parents gave written informed consent prior to the start of the study, and all children assented to participate. All children had the opportunity to converse and tell stories with a social robot. The protocol was approved by the MIT Committee On the Use of Humans as Experimental Subjects.
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