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The tenth edition of The International Conference on eHealth, Telemedicine, and Social Medicine (eTELEMED 2018), held in Rome, Italy, March 25 - 29, 2018, considered advances in techniques, services, and applications dedicated to a global approach of eHealth.

Development of wireless homecare, of special types of communications with patient data, of videoconferencing and telepresence, and the progress in image processing and data protection increased the eHealth applications and services, and extended Internet-based patient coverage areas. Social and economic aspects as well as the integration of classical systems with the telemedicine systems are still challenging issues.

eTELEMED 2018 provided a forum where researchers were able to present recent research results and new research problems and directions related to them. The topics covered aspects from classical medicine and eHealth integration, systems and communication, devices, and applications.
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Abstract—In the present work, changes of the overall quality of life and general health related to the retirement threshold are studied. In particular, the influence of different factors on the satisfaction with health and the quality of life is evaluated. The results show that education, job position and activity, as e.g., the attendance of the University of the Third Age, strongly influence the satisfaction level on the overall quality of life and general health after the retirement threshold.

Keywords—Social medicine; Medical informatics; Correspondence analysis; University of the Third Age (U3A); World Health Organization Quality of Life-BREF (WHOQOL-BREF)

I. INTRODUCTION

Usually, critical moments in our life influence our lifestyle and health. One of the most important moments is the retirement. Changes in health related to the retirement threshold have been observed in numerous studies [1]-[6]. In particular, changes of the physical activity [2][7]-[17] and changes of the quality of life in different domains [18]-[22] have been broadly discussed. Some problems may be specific for particular countries, as for example depression related to the loss of the employment-based insurance [3]. Aging is a natural process, however different factors may influence it. In particular, a high level of education is known to have a positive influence on health and on the quality of life. Recently, Universities of the Third Age (U3A) became popular, and their positive influence is broadly discussed [23]-[28].

In this article, we focus on the problem from the Polish perspective. We concentrate on changes in the overall quality of life and general health related to the retirement threshold.

The article is organized as follows: in Section II we describe the applied methods, in Section III we describe the groups of the individuals who participated in the studies and the results related to the overall quality of life and to the general health. A summary is given in Section IV.

II. METHODS

The studies are concerned with the Polish society. In order to check changes of the quality of life and of health after the retirement threshold, we compare the results for the employees and for the retirees. The quality of life and health have been determined by using the Polish version of the World Health Organization Quality of Life-BREF (WHOQOL-BREF) questionnaire [29]. Additionally, each respondent answered several question about his/her education and the job position during the employment.

For the graphical representation of the results we apply the correspondence analysis originally introduced by Hirschfeld [30] and later improved by many authors. In this method, one obtains maps in which the objects under consideration are represented by points. In the present studies, the points represent particular groups of individuals and the answers to the questions. This kind of approach has an interdisciplinary character. In particular, we have created an analog of this kind of method in the theory of molecular similarity [31] and in bioinformatics [32].

III. RESULTS AND DISCUSSION

The sample consists of 449 individuals who are the citizens of one of the Polish cities, Bydgoszcz, about 350 000 citizens. In the studies the whole group of individuals is split to 160 employees (100 females and 60 males) and 289 retirees (186 females and 103 males). Additionally, the group of retirees is split to two subgroups: 106 students of U3A (79 females and 27 males) and 183 non-students of U3A (107 females and 76 males).

In the present work, we study the overall quality of life and general health. Figures 1-9 show maps obtained using the correspondence analysis. Figure 1 shows the degree of satisfaction on the overall quality of life and general health of particular groups of individuals with vocational education in a 3-point scale (positive, negative, neutral). Figures 2 and 3...
present the same relations but for the individuals with different education: high school (Figure 2) and university (Figure 3). These relations are also shown in a 5-point scale (A-1, A-2, ..., A-5) for the individuals with the vocational education (Figure 4), with the high school (Figure 5) and with the university education (Figure 6). The number of individuals with doctor’s degree is small and therefore the correspondence analysis can be applied only to the 3-point scale (Figure 7). Figures 8 and 9 show the degree of satisfaction on the overall quality of life and general health of particular groups of individuals with different job positions in the 3-point scale (Figure 8) and in the 5-point scale (Figure 9).

In all the figures, two kinds of points appear: empty rectangles and full circles. Empty rectangles denote three different subgroups of individuals: employees, retirees1 (non-students of U3A), and retirees2 (students of U3A). Full circles denote answers to the questions in the WHOQOL-BREF questionnaire. The answers are labeled as A-1, A-2, ..., A-5 in Figures 4, 5, 6, and 9, respectively. The respondents could choose between these five answers, where A-1 corresponds to very poor quality of life and health and A-5 to the very good ones. In order to consider the problem in a lower resolution we collect two negative answers, A-1 and A-2, to one negative answer and two positive answers, A-4 and A-5, – to one positive. In Figures 1, 2, 3, 7, 8 full circles denote the answers: positive, neutral (A-3), and negative.

Figures 1-7 show maps for the individuals with different kinds of education: vocational (Figures 1, 4), high school (Figures 2, 5), university (Figures 3, 6), doctor’s degree (Figure 7).
Overall Quality of Life and General Health (vocational education)
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Figure 4. Map obtained using the correspondence analysis (rectangles denote groups of individuals with vocational education, circles denote answers in 5-point scale).
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Figure 6. Map obtained using the correspondence analysis (rectangles denote groups of individuals with university education, circles denote answers in 5-point scale).
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Figure 5. Map obtained using the correspondence analysis (rectangles denote groups of individuals with high school education, circles denote answers in 5-point scale).

Overall Quality of Life and General Health (doctor’s degree)
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Dimension 1 (100%)
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Figure 7. Map obtained using the correspondence analysis (rectangles denote groups of individuals with doctor’s degree, circles denote answers in 3-point scale).
Overall Quality of Life and General Health (position1)
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Figure 8. Map obtained using the correspondence analysis (rectangles denote groups of individuals with position1 - top panel and with position2 - bottom panel, circles denote answers in 3-point scale).
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Figure 9. Map obtained using the correspondence analysis (rectangles denote groups of individuals with position1 - top panel and with position2 - bottom panel, circles denote answers in 5-point scale).

We also considered different job positions during the employment (Figures 8, 9): Staff is labeled as position1; supervisor/manager, director/president, and business owner are labeled as position2.

The satisfaction level on the overall quality of life and general health both for the group of employees and for the retirees strongly depends on the level of education: the structures of maps are different for the vocational, the high school, and for the university educations. Also, the intellectual activity during the retirement, such as attending the University...
of the Third Age, influences the degree of this satisfaction. We observe that in the maps, the points representing retirees2 and retirees1 are located rather far away from each other. In the cases of the dependence on the job position, the observations are similar. The structures of maps for position1 and for position2 are different. The job position is an important factor influencing the satisfaction level on the overall quality of life and general health. The point representing employees is close to the neutral answer for position1 and close to the positive one for position2 (Figure 8). In the higher resolution this is A-3 and A-4 respectively (Figure 9). The group of students of U3A (retirees2) is the most satisfied group both for position1 and position2: the closest point to A-5 is retirees2.

IV. CONCLUSION

Summarizing, we have shown that both education level and the job position are important factors influencing the change of the satisfaction level on the overall quality of life and general health related to the retirement threshold. We have also shown that the correspondence analysis is a convenient tool for such kind of studies.

The same methodology we are also going to apply for the studies on changes of the quality of life in different domains after the retirement threshold. Some preliminary results have already been obtained.
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Abstract—In the present work, the relation between the level of education of elderly people and their health and quality of life has been studied. The studies have been performed in Poland. The collected data have been analyzed using the World Health Organization Quality of Life-BREF (WHOQOL-BREF) questionnaire (an abbreviated version of the WHOQOL-100), and the Geriatric Depression Scale. In both cases, we have observed a large influence of the education level on health. In most cases, the higher the education, the more positive the results. A large influence of the marital status on the overall quality of life and general health of the Polish pensioners has also been observed.
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I. INTRODUCTION

Naturally, the human health deteriorates with passing time. What is the influence of different factors on this natural process? For instance, Cho et al. consider such factors as education and past life experiences on successful aging and subjective well-being among oldest-old adults [1]. Johnson et al. study the influence of education and personality on health in the oldest old [2]. The authors also consider other factors, for example physical activity [3][4] or the attendance of lectures at the University of the Third Age [5]-[8], which help in successful aging.

In the present work, we study the influence of the education level and the marital status of elderly people on the overall quality of life and general health. We also examine the influence of the education on the level of depression. The studies have been performed on a group of retired residents of Poland.

In Section II we describe the methods. The results in the form of maps obtained using the correspondence analysis and the spine plots are shown in Section III. Section IV summarizes the results.

II. METHODS

The studies were performed from February 2017 to May 2017 in Bydgoszcz, the eighth largest city in Poland, about 350,000 citizens. The studied group consists of 289 retirees (186 females and 103 males). All the participants were evaluated using the Polish version of the World Health Organization Quality of Life-BREF (WHOQOL-BREF) questionnaire [9][10] and using the Geriatric Depression Scale (GDS) [11]. They could declare their education as: elementary school, vocational education, high school, or university education. We applied the correspondence analysis for the graphical representation of the results. Originally, this method was introduced by Hirschfeld [12]. Later, the method has been improved by many authors [13][14]. In these methods, one creates maps in which the objects under consideration are represented by points distributed in a specific way. Distances between these points are related to properly defined similarity classes of the objects. Thus, by studying the distribution of the distances one can classify the objects according to some selected similarity criteria. This methodology may be applied in many areas of science. In particular, we have recently created an analog of this kind of approach in bioinformatics [15].

In this work, the points on the maps represent different groups of individuals and their answers to questions. In order to classify the set of studied individuals, we analyze the distribution of the distances between the points representing the answers and the points representing groups of individuals.

III. RESULTS AND DISCUSSION

Figures 1, 2 and 3 show 2D-maps derived from the correspondence analysis. They show the relations between the general satisfaction of the retirees with the quality of life and health and their age, marital status, and education, respectively.

There are two different kinds of points denoted in the maps. Empty rectangles denote groups of individuals. In Figure 1, empty rectangles correspond to the groups of individuals of different age: 51-64; 65-79, and above 80. In Figure 2, these symbols correspond to the groups with different marital status:
Figure 1. 2D-map obtained using the correspondence analysis method (circles denote answers, rectangles denote groups of individuals of different age).

Figure 2. 2D-map obtained using the correspondence analysis method (circles denote answers, rectangles denote groups of individuals with different marital status).

Figure 3. 2D-map obtained using the correspondence analysis method (circles denote answers, rectangles denote groups of individuals with different education).

As expected, the closest point to A-5 is the youngest group 51-64. The oldest group 80- estimates its overall quality of life and general health as the worst compared to other groups (Figure 1).

Considering the marital status, the group married estimates its overall quality of life as the best compared to other groups and widowed as the worst (Figure 2).

Considering the education, the closest point to A-5 is university education. It means that this group of individuals estimates their overall quality of life and general health as the best compared to other groups. The closest point to A-J is elementary school (Figure 3).

Figures 4, 5 and 6 show the results obtained using the Geriatric Depression Scale.

We used the 15-item version of GDS. The questions are the following:

1) Are you basically satisfied with your life? yes / no
2) Have you dropped many of your activities and interests? yes / no
3) Do you feel that your life is empty? yes / no
2. Have you dropped many of your activities and interests?

3. Do you feel that your life is empty?

4. Do you often get bored?

6. Are you afraid that something bad is going to happen to you?

8. Do you often feel helpless?

Figure 4. Spine-plots showing the dependence of the percentage of positive and negative answers to a particular question on the education level of the respondents (questions No. 2,3,4,6,8 for which answer ‘yes’ indicates depressive symptoms).
9. Do you prefer to stay at home, rather than going out and doing new things?

10. Do you feel you have more problems with memory than most?

12. Do you feel pretty worthless the way you are now?

14. Do you feel that your situation is hopeless?

15. Do you think that most people are better off than you are

Figure 5. Spine-plots showing the dependence of the percentage of positive and negative answers to a particular question on the education level of the respondents (questions No. 9, 10, 12, 14, 15 for which answer 'yes' indicates depressive symptoms).
1. Are you basically satisfied with your life?

5. Are you in good spirits most of the time?

7. Do you feel happy most of the time?

11. Do you think it is wonderful to be alive?

13. Do you feel full of energy?

Figure 6. Spine-plots showing the dependence of the percentage of positive and negative answers to a particular question on the education level of the respondents (questions for which answer ‘no’ indicates depressive symptoms).
4) Do you often get bored? yes / no
5) Are you in good spirits most of the time? yes / no
6) Are you afraid that something bad is going to happen to you? yes / no
7) Do you feel happy most of the time? yes / no
8) Do you often feel helpless? yes / no
9) Do you prefer to stay at home, rather than going out and doing new things? yes / no
10) Do you feel you have more problems with memory than most? yes / no
11) Do you think it is wonderful to be alive? yes / no
12) Do you feel pretty worthless the way you are now? yes / no
13) Do you feel full of energy? yes / no
14) Do you feel that your situation is hopeless? yes / no
15) Do you think that most people are better off than you are? yes / no

Answers in bold indicate depressive symptoms. Answer yes means depressiveness in questions No: 2, 3, 4, 6, 8, 9, 10, 12, 14, 15 (Figures 4 and 5). Answer no means depressiveness in all other cases, i.e., questions No: 1, 5, 7, 11, 13 (Figure 6). For each bolded answer is given 1 point.

A score greater than 5 points suggests mild depressive symptoms. If the score is greater than 10 points it may be depressive disorder. Such individual should be tested for depression.

Figures 4, 5 and 6 show the spine-plots. The width is the largest for high school so the largest number of individuals declare this kind of education. The smallest number of individuals declare elementary school education (the smallest width in the spine-plots). Dark color represents the answer no. In all the questions in which answer 'no' means depression (1, 5, 7, 11, 13) the percentage of answers 'no' is the largest for individuals having elementary education compared to other groups (Figure 6). Analogously, in other questions in which answer 'yes' indicates depression 2, 3, 4, 8, 10, 12, 14, 15 also the largest percentage of answers 'yes' is for individuals with elementary education compared to other groups (Figures 4 and 5). The exceptions are only two questions: No. 6 and 9. For these questions, the answer 'yes' indicates depressive symptoms. In question No. 6 all the groups answer approximately in a similar way. In question 9 the differences between groups are also not large but vocational education has slightly larger percentage of 'depressive' answers (yes) comparing to other groups.

IV. CONCLUSION

Summarizing, the education and the marital status strongly influence the overall quality of life and general health. We have also shown that among Polish elders, the depressive symptoms are related to the education. Higher education represents an important positive factor affecting this problem. Generally, the higher the education, the better the overall quality of life and health.

In future work, we will concentrate on studies related to the influence of factors other than education on depressive symptoms. In particular, we will check the significance of sex and marital status.
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Abstract—Electronic tools have the potential to support healthcare staff in providing more person-centred care to persons living with dementia in residential nursing homes. The paper describes work in progress to develop an eCare tool that provides relevant information to caregivers about the needs of persons living with dementia and appropriate actions related to behavioural and psychological symptoms of dementia. The eCare tool, an eHealth technology to be integrated in electronic care records kept in nursing homes, is particularly relevant in the context of ‘nurse team applications’. Increased person-centred care is linked to increase in job satisfaction and personal competence among nursing staff, resulting in lower turnover figures in nursing homes.
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I. INTRODUCTION

The World Health Organization (WHO) estimates that 50 million people were living with dementia worldwide in 2015. The total number of Persons Living With Dementia (PLWD) is projected to increase to 80 million in 2030 and to triple to 152 million in 2050 [1]. Dementia affects cognitive functions, often followed by Behavioural and Psychological Symptoms of Dementia (BPSD), such as physical and verbal aggression, wandering, calling out; agitation and anxiety, hallucinations; depression and apathy [2]. Currently, there is no curative treatment available.

Dementia progressively inhibits the affected person’s ability to communicate and satisfy basic human needs. PLWD often express or manifest their unmet needs through socially inappropriate or unusual behaviour including the above symptoms [3], which may lead to negative feelings in professional caregivers and other nursing home residents [4]. When caregivers focus on the physical needs, this can come at the expense of the psychosocial needs of this person. This incorporates an actual risk that nursing care tends to be more task oriented, objectifying and even depersonalizing. Some caregivers believe that progression to severe dementia leads to the gradual loss of personhood until there is nothing left of the person. It poses a real threat that the life of this PLWD is perceived to be meaningless, thus the role of the caregiver loses meaning too [5].

Already 20 years ago Kitwood introduced the conceptual model of Person-Centred Care (PCC) based on the idea that the personhood of PLWD is not lost, but is concealed [6]. Whether the psychological needs of PLWD are met and if personhood is maintained or strengthened, is largely determined by caregiver behaviour and environment [7][8].

Recent systematic reviews demonstrate the effectiveness of non-pharmacological interventions of PCC to reduce BPSD [9]-[12]. Reminiscence therapy (reliving experiences from the past by talking about recognizable photos, objects, etc.) [13]-[16], music therapy [17]-[19] and the use of biographic information of the PLWD during communication or care activities [20][21] are successful interventions that reduce BPSD.

PCC also positively effects the professional caregivers’ personal accomplishment and job satisfaction [22]: e.g., reminiscence improves caregivers’ communication with residents and increases their knowledge of the resident’s background significantly [15][16], music therapy enhances caregiving techniques [18], while life story work enables healthcare staff “to see the person behind the patient” and empowers them to engage in “genuine participatory practices” [23][24]. There is also strong evidence that professional caregivers benefit from learning and skill development in PCC interventions and communication in order to sustain the effects of those interventions to apply person-centred care into practice [9][25].

Lastly, the above positive effects influence the perception of quality of care provided by the nursing home: the person-centred care staff feels more satisfied and competent to perform their job while the PLWD and their relatives feel more satisfied with the care received [25].

We are currently exploring the feasibility of an electronic tool that guides healthcare staff to integrate person-centred care in the daily care of persons living with dementia in residential nursing homes. The results of the feasibility study are expected to feed into a two-year implementation study.

Section II describes the objectives, study design and the work performed so far. Section III presents the preliminary findings, while Section IV elaborates on the work in progress for the development of the (e) learning and training modules and the eCare tool into the existing care records. Section V holds the conclusion and future work.
II. STUDY CHARACTERISTICS

A. Objective

Our study aims to develop and validate a practical electronic tool that enables healthcare providers to integrate person-centred care in the daily practice. The current study funding supports the preparatory work to test the feasibility of the tool, to identify the interventions preferred by healthcare staff to provide PCC to persons living with dementia and to outline the functional specifications of the eCare tool that facilitates PCC in nursing homes.

B. Study design

We conducted a literature review on the effectiveness of non-pharmacological interventions and person-centred care for PLWD. We held two focus group discussions with professional caregivers working in residential nursing homes to identify which PCC interventions they prioritize to be integrated in the eCare tool. They were also asked to express the desired functional requirements of the eCare tool in terms of content and technology, and how it can be integrated in existing healthcare records. We conducted interviews to explore the market of software applications for PLWD and their caregivers. We assessed the economic and societal relevance of electronic tools for PCC interventions.

III. PRELIMINARY FINDINGS

A. Preliminary lessons learnt

Ongoing research about integration of PCC in the daily care of PLWD and our study results so far have given us insights into:

- the PCC interventions considered by caregivers as being the most relevant to address the (unmet) needs of PLWD, in particular life stories, reminiscence and music;
- the need for staff training in person-centred care and supportive actions to address and prevent BPSD;
- the preference/need to integrate the eCare tool in the existing electronic care records used in nursing homes.

B. Development of an eCare tool supporting PCC of PLWD

The focus groups with potential end users (i.e., professional caregivers of PLWD in nursing homes) discussed primarily the most effective interventions to guarantee PCC of PLWD, and the preferred PCC interventions to be integrated in the electronic care records. Coding and analysis of the focus group discussions in NVivo revealed that nursing staff prefers to incorporate two main instruments into the eCare tool: (1) ‘know the person living with dementia’ and (2) incidents related to BPSD. As mentioned above professional caregivers identify reminiscence therapy or use of life stories as effective interventions to get to know the caretaker better, but often they don’t hold all relevant personal or biographic information at hand: the focus group participants clearly expressed interest in having this information readily available, for use in daily care or when observing BPSD.

Figure 1 reflects how these two elements would be included in the eCare tool whereby the tool on the one hand provides information to get to know the PLWD better and on the other hand hints to address and prevent agitation and other BPSD.

IV. WORK IN PROGRESS

With the lessons learnt so far, we have prepared a study design to develop, test and evaluate the eCare tool. We will do this together with the end users, i.e., professional caregivers of PLWD in nursing home settings in Flanders. We are currently awaiting approval of study funding by the Flemish Agency for Innovation & Entrepreneurship and hope to start the study in September 2018.
A. Design of the eCare tool

In developing the eCare tool, we will follow the standard agile development cycle as depicted in Figure 2.

![Agile development cycle](image)

Before development can start, the requirements have to be analysed and described. Each requirement is split up in a number of user stories. A user story is an informal, natural language description of one or more features of a software system. User stories are often written from the perspective of an end user or user of a system. Each user story contains one well defined feature as in: *As a user I want to add an incident concerning this person*.

After this analysis and description phase, agile development is used to implement the software [26]. Agile is an iterative process. In each iteration, a prototype of the eCare tool is developed and tested. When a prototype is demo-ready, the end user can try it and give feedback, both at the level of the specifications and the user interface.

Agile uses test-driven development, meaning that testing is an essential part of the process [27]. Testing is performed at three levels. Each user story is tested in isolation (Unit Testing). After a set of units belonging to a specific subpart of the application has been finished, the subpart as a whole is tested (Integration Testing). When the total application is ready for testing, tests can be performed at that level (System Testing). We will also perform usability testing with the end users. This type of testing results in useful information about how easy it is to work with the software, and how good it looks. The eCare tool can be used as a standalone mobile application but is supposed to be further integrated in the electronic care records in nursing homes.

![Application structure with three modules](image)

B. Design of the learning and training modules

The implementation of the eCare tool requires training in the correct use of PCC interventions and the eCare tool itself by the end users (i.e., professional caregivers of PLWD in nursing homes). Currently, we are testing a training programme with practical workshops on (1) how to address and prevent BPSD (e.g., physical aggression, screaming, etc.) and (2) how to integrate PCC in the daily practice through PCC interventions, i.e., reminiscence therapy, the use of music and the use of biographic information of the PLWD during communication or care activities. We are investigating the possibilities to provide the training programme in e-learning modules.

Once the eCare tool is ready to be integrated in the current (electronic) care records an additional training
programme will be developed to train the end users on how to use the new applications/software modules.

V. CONCLUSION AND FUTURE WORK

The eCare tool is eHealth technology to be integrated in electronic care records kept in nursing homes and provides support to their healthcare staff for a person-centred approach of persons living with dementia. Increased quality of care and person-centred care are linked to increase in job satisfaction and personal competence among nursing staff, resulting in lower turnover figures in nursing homes.

The project team is currently conducting further discussions with IT experts and focus group discussions with healthcare providers and health managers about the functional requirements of the eCare tool. Future work depends on approval of study funding for two more years.
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Abstract—Several kinds of communication systems have been provided to hospitals in recent years. In these network systems, connected terminal equipment is managed and operated on a central console. This means that an operator is needed to do the job. To address this problem, we have proposed and developed a novel event messaging system for hospitals in which a sensor device paired with a mobile terminal reads a Quick Response Code (QR-code) on a display of sensor devices at a patient’s bedside. When the device detects a patient is having trouble, it sends event messages to the terminal. The system enables hospital workers to take over the handling of patient monitoring operations by reading the original QR-code on their own mobile terminal.
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I. INTRODUCTION

Several kinds of communication systems have been provided to hospitals in recent years. They are roughly classified into call systems and remote patient monitoring systems. The latter are divided into event monitoring and data measuring types, which are sometimes integrated as a comprehensive network system. In Japan, for example, Carecom Inc. provides a patient-nurse hotline system [1]. In this system, several kinds of sensor devices are connected to the hotline. One such device is a mat sensor to detect patients leaving their bed [2]. The mat is beside the bed and if a patient steps on it, an alert is sent to a nurse station. Honeywell provides a tracking and localization system integrated with a patient communication system and a call system [3]. General Electric Company (GE) provides many kinds of patient monitoring equipment [4]. They are connected to a central computer server through an intranet in a hospital. This makes it possible for medical professionals to monitor measured data.

In these network systems, connected terminal equipment such as patient monitoring equipment that allows measured data to be accessed is managed and operated on a central console. This means that an operator is needed to do the job, which is not always the case in emergency situations.

To address this problem, we propose a novel event messaging system in which a monitoring terminal by the patient’s bedside is connected to a wireless relay unit such as a smartphone or PC. The wireless relay unit is connected to a remote monitoring terminal and a QR-code is read on the latter. This operation can be done at the bedside of a patient. We assume that this operation would be done by a medical worker such as a nurse who has a remote monitoring terminal. When the device detects a patient is having trouble, it sends a message to a remote monitoring terminal. A medical worker who receives the message would go to the monitored patient. We developed a wireless relay unit and a remote monitoring terminal using an Android smartphone. This makes it possible to hand the patient monitoring operation to another worker merely by having the latter read the QR-code on the preceding smartphone. This operation is the same as reading the original QR-code.

We developed two patient monitoring systems that use this messaging system. One monitors cases when intravenous feeding devices are removed from a patient and the other monitors cases when the patient leaves the bed.

After introducing related work, we will describe the concepts of this system in Section III. Practical monitoring systems are introduced in Section IV. Conclusions and future work are described in Section V.

II. RELATED WORKS

Remote monitoring systems for patients have been put to use ever since communication systems for sending messages from monitoring equipment to hospital personnel first started to be used.

One example is the “Risho Catch” system Paramount Bed Inc. has developed [5]. “Risho” means getting out of a bed in Japanese. This system detects when a patient sits up in bed, sits on the side of the bed, or leaves the bed and walks around the room. When this happens, it sends a message to a nurse station through a patient-nurse hotline system. The system structure is shown in Fig. 1.

![Figure 1. System and network structure of “Risho Catch.”](image-url)
A load sensor unit in the bed is connected to the patient-nurse hotline system through a relay unit located at the patient’s bedside. The nurse station has a monitor and console terminal through which messages are sent to mobile devices.

Balaguera et al. evaluated decreasing the number of falls from bed using the SensableCare System [6]. Its architecture is shown in Fig. 2. The sensor pad in the system sends data through a cable to the control box located at the patient’s bedside. The control box wirelessly transmits this data to Bluetooth routers located throughout the ward. This information then travels through the hospital network to the dashboard and docking server where the data is analyzed. When an alert is sent to the nurse via an application on his/her mobile phone, it is wirelessly transmitted through the hospital’s Wi-Fi network. The patient’s condition is monitored on the dashboard terminal.

![Figure 2. Architecture of the SensableCare System.](image)

In both systems, the console terminal in the nurse station must be connected to the sensor unit, which the terminal must operate. This makes it hard to change monitoring terminals to other patients.

In the early 2000s, there were several remote patient monitoring systems that used the General Packet Radio Service/Wireless Local Area Network (GPRS/WLAN) as the wireless network and the Personal Digital Assistance (PDA) as the mobile device [7]-[10]. In these systems, sensor devices were connected to a monitor terminal or server through a wireless network. Since they were experimental systems, they had no fixed destination address. In recent years, several companies have been providing not only patient remote monitoring devices but also cloud services. GE provides a “GE Health Cloud” system along with many kinds of sensor devices and monitor devices [11]. The cloud manages the connecting of sensor devices to the hospital network and operates them on the console terminal. This scheme maintains a high security level but lacks flexibility. It makes it difficult for medical workers to install and pair sensor devices at the patient’s bedside.

### III. EVENT MESSAGING SYSTEM

In this paper, we describe the novel messaging system. We designed the system so that:

1. Medical personnel could install sensor devices.
2. They could pair the sensor devices with their own mobile terminals at the patient’s bedside.
3. Pairing situations could be monitored from a console terminal.
4. Mobile terminals belonging to other organizations would be excluded.

Therefore, no operations are performed with the console terminal and monitoring sensors can be easily installed at the patient’s bedside. The system configuration is shown in Fig. 3. The system consists of two programs; one is for the wireless relay unit and the other is for the mobile terminal. They collaborate with the Google Firebase Cloud Service (GFB) [12]. The GFB has many functions. This time, we use an authentication functions to exclude non-registration terminals, real time database to manage and monitor a status of pairing, and push messaging function to send notifications.

When a mobile terminal establishes pairing with a wireless relay unit, the ID of the wireless unit (WR-ID) must be entered. We used the QR-code for a worker to enter a WR-ID easily. A WR-ID is inputted merely by reading a QR-code on a display of a wireless relay unit. This system using a QR-code is useful for handing monitoring work to another worker. The handing operation is done by a worker reading a QR-code on the preceding mobile terminal. This QR-code is created from the WR-ID read from the wireless relay unit. In the case shown in Fig. 3, the first message “Mr. P has woken up,” was sent to Worker A, and the second message “Mr. P has fallen.” was sent to Worker B.

![Figure 3. Configuration of the event messaging system.](image)
The sequence to establish pairing between a wireless relay unit and a mobile terminal is shown in Fig. 4. After making a project to develop a messaging program, the GFB sends the Project code and Software Development Kit (Google-service. jason) to a developing PC (D. PC). These are installed to the wireless relay unit program and mobile terminal program. The wireless relay unit program creates a QR-code from the wireless relay ID (WR-ID). This is named by a developer or a user and is unique within an organization such as a hospital. When the mobile terminal program first accesses the GFB, a terminal ID (T-ID) is sent from the GFB. The mobile terminal program reads a QR-code on a wireless relay unit and sends the MT-ID and WR-ID to the GFB. The GFB makes a pairing between a wireless relay unit and a mobile terminal based on the Key. When a sensor device detects a change of state, the wireless relay unit of the sensor device sends a message to the GFB. The GFB then pushes the message to a paired mobile terminal.

Figure 4. Sequence flow of pairing and monitoring.

IV. MONITORING APPLICATION

We developed two monitoring applications that adopt the proposed event messaging system. One is an intravenous drip monitoring application; the other is a fall monitoring application. We will describe their details in this section.

A. Intravenous drip monitoring

Some cognitive impairment patients sometimes remove an intravenous drip set by themselves. One existing intravenous drip monitoring system uses a switch type sensor that fastens a drip tube to detect when a drip set is removed as shown in Fig. 5 [14]. In case of a “Tenteki call”, if a patient removes the switch type sensor together with the drip set, the sensor cannot detect the removal.

Figure 5. “Tenteki” call (Japanese), Technos Japan Co., Ltd.

We use a magnetic patch and a wireless magnetic sensor to remove a drip set, as shown in Fig. 6. The magnet is fastened to the body with an adhesive film in a place such as an arm. An intravenous drip tube is also fastened to the wireless magnetic sensor and the sensor is fastened to a magnetic patch with a medical fixing film. When a patient removes an intravenous drip set, the sensor is also removed from the body part. However, since the magnetic patch is fastened to the body part with an adhesive film, it must remain on the body part.

Figure 6. Structure

We developed the prototype system shown in Fig. 7. We used the STEVAL-WESU1 [15] developed by STMicroelectronics as the wireless magnetic sensor (see Fig. 7 (a)), and an Android smartphone as the wireless relay unit and mobile terminal. The muscle stiffness obtained by equipment manufactured by PIP Co., Ltd. was used as the magnetic patch [16] (see Fig. 7 (b)). In this prototype system, the program for detecting removal is integrated with the wireless relay program.

While a magnetic sensor is on a magnetic patch (see Fig. 7 (c)), the measured magnetic strength is bigger than the decision level (see Fig. 7 (e)). When the magnetic sensor is removed (see Fig. 7 (d)), the measured magnetic strength is less than the decision level; the detecting program has determined that an intravenous drip set has been removed (see Fig. 7 (f)). The wireless relay program sends a message “Yoshida’s tube has been removed.” That message is displayed on the mobile terminal (see Fig. 7 (g)).

B. Fall monitoring

Elderly people, especially cognitive impairment patients, have an increased risk of falling and consequently injuring themselves. They need to be prevented from falling to maintain their health because injuries from falling are a major reason for them to prolong their staying in a hospital.
Therefore, many kinds of fall prevention systems have been developed. Most of them are classified into three schemes. The first type uses a mat type sensor like the systems described in Section II, the second one uses load sensors that are mounted in the legs of a bed, and the third one uses a camera. We developed a fall prevention system in which MS-KINECT was used. This is one of the third types. M. J. Rantz developed a fall detection system that uses MS-KINECT [17]. A medical worker monitors and judges whether a patient falls through the depth image of a patient on a monitor display.

On the other hand, our developed system detects whether a patient in a bed wakes up, sits up, stands up, or falls on the floor with a skeleton image of the patient. The detecting algorithms are as follows;

(1) Waking up: detecting that the head’s height position is higher than the judging height 1.
(2) Sitting up: detecting both shoulders and a spine base angle of 25 or more degrees.
(3) Standing up: detecting the head, both shoulders and both hips, and a head is higher than the judging height 2.
(4) Falling down: detecting that the head’s height position is lower than the judging height 3.

We experimentally tested whether the developed system can detect the four conditions given above. The MS KINECT was positioned diagonally in front of the bed so that the front of the patient could be observed as shown in Fig. 8. Experimental results are shown in Fig. 9. Since MS-KINECT works on a PC, the sensor device program that detects patient conditions with MS-KINECT and the wireless relay unit program are combined on a PC. Monitoring images of participants as patients and the QR-code for pairing are shown on the PC display.
The developed system can detect four conditions for a patient. With it, a mobile terminal receives a “standing up” message sent from a wireless relay unit. However, the system sometimes makes mistakes in detecting conditions. Accordingly, we plan to improve our algorithms so that detection accuracy will be increased. We should also mention that a patient using this experimental system is presented with color images. We plan to change these color images to depth images to maintain a patient’s privacy.

V. CONCLUSION AND FUTURE WORK

We have developed a novel event messaging system in which a sensor device is paired with a mobile terminal by reading a QR-code on a display of sensor devices. Therefore, it is possible to pair them at the bedside of a patient. When the sensor devices detect a patient is having trouble, event messages are sent to a mobile terminal. We also developed a drip monitoring system and a fall monitoring system for use with the proposed event messaging system. The systems have not yet been used in hospitals. Accordingly, as a subject for future work, we plan to improve them and have them evaluated in hospitals.
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Abstract—The importance of nonverbal behavior between the healthcare worker and the patient has led many studies to focus on quantitatively evaluating this behavior. Those existing studies utilize the Kinect 3D sensor to visualize the nonverbal behaviors for a range of healthcare applications. In this study, we propose a framework to automatically assess the nonverbal behavior of the patient during conversation with the healthcare worker. Instead of using the Kinect, we detect the skeleton information of the targeted body from a single camera using an advanced computer vision approach. The proposed framework collects data consisting of facial expression, eye movement, and head nodding and analyzes this data to assess the quality of the nonverbal communication.
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I. INTRODUCTION

In the health sector, good communication between healthcare workers and patients is important to improve the quality of care and to promote patient-centered healthcare. These communications are effective to improve the patient satisfaction [1]. Assessing the quality of communication in a healthcare setting is a difficult task in today’s hospitals. The assessment includes both verbal and nonverbal communications [2]. While the verbal communication directly conveys the patient’s needs, the nonverbal communication represents communicative acts which may be even more important than the matter under verbal discussion. The nonverbal communication consists of a variety of nonwords information such as gestures, physical features and paralanguages. The nonverbal interaction in the healthcare sector may represent as much as 65 percent of the hidden thoughts and emotions of the patient [3]. To establish a good relationship of trust with a patient, the healthcare worker is required to pay close attention to this interaction. This skill would be essential for all healthcare workers.

There are basically five types of nonverbal behaviors (body language) related to movement of the body [4]: emblems, regulators, illustrators, affective display and adaptors. During a communication with patients, skilled healthcare workers (health professionals) use four elements of the body language: body posture, eye contact, facial expression, and gesture. Hence, the quality of communication can be observed from the appearances of the visual components of their faces in accordance with the movements of other parts of their bodies.

Information and Communications Technologies (ICTs) play an important role to automatically assess the nonverbal communication. Depth camera sensing enables the observation of human pose in three dimensions. The Kinect 3D sensor shows adequate performance for a range of healthcare imaging applications [5]. It provides not only the changes of the body posture, but also the pose (skeleton) information of the targeted body, which can be used to estimate gestures. Facial image processing enables the detection of head movements and the subtle changes of facial expression. Using Internet-of-Things (IoT) [6], these tasks can be processed with a low investment cost.

The major challenge of implementing camera sensing into the healthcare sector is determining where to place the camera so that it can capture both the healthcare worker and the patient at the same time, with adequate image resolution. Since the camera’s existence must not disturb the process of care, it should be placed around corners or on the ceiling in the hospital room. However, placing the camera far away from the target will decrease its ability to reveal the detail structures of the target’s body. An attempt using a combination of multiple cameras, depth sensing, and fiducial markers has been conducted to measure hand movements of the healthcare worker with respect to the patient’s bed [7]. While this approach enables to estimate the potential hand movements at the bedside, the overall system is complicated for a practical use in a hospital.

Recent computer vision applications enable the detection of 2D human poses from a single image [8]. Furthermore, the 3D human pose can be estimated by using human pose libraries taken from motion capture devices as a reference [9]. Unlike the Kinect which needs a proper distance setting to the targets, these approaches are more flexible. The skeleton information can be derived for the targeted bodies located more than 5m away from the camera. Based on this information, the detection of the head and the visual components of the face can be analyzed easier without requiring face detections as in the conventional image processing [10].

In this study, we propose a framework to automatically assess the nonverbal behavior of the patient during conversation with the healthcare worker from a single camera. The proposed framework starts analysis at the time it detects a skeleton other than that of the patient. Using the part of the skeleton that consists of the bones of the head (axial skeleton), the face area of the patient is determined and up-sampled to
observe the facial information in detail. Information consisting of facial expression, eye movement, and head nodding is statistically analyzed against the pre-calculated learning data to show how well the nonverbal communication is being constructed. For further application, we also discuss other possibilities on the uses of skeleton information to improve the quality of healthcare service.

This paper is organized as follows. Section II describes related works in healthcare sector. Section III introduces our approach to assess nonverbal behavior using a remote camera. Section IV describes our experimental setting and its results. Finally, Section V presents our conclusions and future works.

II. RELATED WORK

Traditional methods to measure nonverbal behavior rely on manual coding system. This measurement involves the duration, the response latency, and the inter-response time during a behavior [11]. Since there are a lot of ambiguities on judging a particular behavior, many observers tend to perform in an inconsistent manner, thus degrading the quality of the measurements. Some studies have developed automated detection of the nonverbal behavior based on velocities changes derived from gyroscopes [12], video-based motion analyses, and a multi-modal sensor consisting of red, green and blue (RGB), depth, and audio data. For a more complex and dynamic behavior, high-level sensing is required to assess [13].

In the health sector, many studies have been conducted to assess the nonverbal behavior between the healthcare worker and the patient. These assessments covered conversational agents, securities, healthcare settings and medical acts in the hospital room. The Kinect 3D sensor has been used to extract and analyze head pose and hand gestures of the healthcare worker. The typical hand gestures can be classified using machine learning algorithm [14]. The depth sensing in the Kinect is also shown to be adequate to monitor the respiratory rate of the patient [15].

Although the Kinect 3D sensor provides pose information to measure the high-level behavior, it has drawbacks for a practical use in a hospital. The measurement of nonverbal behavior in the hospital setting requires a sensor to capture a wider area where the healthcare worker and the patient are located. Moreover, operating the Kinect and its processing computer will incur a high investment cost.

The advances brought about by machine learning and Artificial Intelligence (AI) have contributed to solve the problem on localizing anatomical key points to find body parts inside an image. The “OpenPose” library enables realtime multi-person 2D pose estimation from a single camera [8]. This library applies a bottom-up approach by encoding the location and rotation of limbs over the image domain to allow a greedy parse to connect the detected body parts. Thus, the library can detect human pose not only from the front but also from the back. Martinez et al. [16] used deep neural networks to map between 2D and 3D poses. The standard protocol of Human3.6M was used to normalize the pose data [17]. Human pose estimation from a single camera has become a potential alternative to the Kinect.

III. AUTOMATED ASSESSMENT OF NONVERBAL BEHAVIOR

A. Nonverbal Behavior Measurement

Here, we assume a situation in a hospital where the nonverbal communication between the healthcare worker and the patient mostly occurs. Figure 1 shows three steps for our proposed method to assess the nonverbal behavior. A single camera is located facing the patient’s bed. For each step, we use the “OpenPose” library to detect human pose found in the camera image. A pre-defined region of interest (ROI) is applied to the image to assign the location of the bed.
Step 1: Detecting the presence of the healthcare worker

When the healthcare worker is heading towards the patient’s bed, his posture will be detected by the time he stands in front of the bed. “OpenPose” detects the existence of human pose inside ROI. It enables to distinguish the basic body postures: standing, sitting (reclining), and laying. The patient is recognized to have laying or reclining postures while the healthcare worker to have a standing posture. Once the healthcare worker is detected when he enters the ROI, he will be tracked until he leaves the area.

Step 2: Extracting nonverbal behavior during conversation

Nonverbal behaviors of the patient during speaking and listening are extracted separately. The periods of speaking and listening are defined by utterances, occurrences of changes in shapes of the patient’s mouth detected from the camera image [18]. To calculate the facial shape, 68 facial landmarks are estimated using “Dlib” library [10]. The extracted nonverbal behaviors include head nod, eye blink, eye movement, and facial expressions. While the calculations of head nod, eye blink, and eye movement make use of facial landmarks, the facial expression is estimated using “Affectiva” library, a state-of-the-art emotion recognition using Deep Learning [6].

Step 3: Detecting the end of conversation

The observation will finish when the healthcare worker leaves the room as detected by the absence of his posture in the camera image.

The details of methods for detecting utterances, head nod, eye blink, eye movement, and facial expressions are as follows.

1) Utterance: Utterance is measured by detecting the relative location changes of the boundary of the mouth represented by 12 landmarks. These changes are observed as the standard deviation of those landmarks within a duration. Utterance is quantified by

\[
\text{Utterance} = \frac{1}{n} \sum_{i=1}^{n} \sqrt{\frac{1}{m} \sum_{j=1}^{m} (L_{n,j} - \bar{L})^2},
\]

(1)

where, \(n\) is the number of image frames, \(m\) is the number of landmarks, and \(L_{n,j}\) is \(j\)-th landmark point \((x, y)\) at \(n\)-th frame.

2) Head nod: Head nod is calculated by detecting the changes of head-pose in pitch angle. This calculation is done by fitting six 3D anthropometric points to the associated facial landmarks. The changes of pitch angles are calculated by

\[
\text{Head nod} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (\varphi_n - \bar{\varphi})^2},
\]

(2)

where, \(n\) is the number of image frames and \(\varphi_n\) is the pitch angle at \(n\)-th frame.

3) Eye blink: The eye blink is considered as the degree of eye openness which can be measured from the relative ordinate changes of the midpoints of upper and lower eyelids represented by previously calculated landmarks by

\[
\text{Eye openness} = \sqrt{(UL_y - UL_y)^2},
\]

(3)

where, \(UL_y\) and \(UL_i\) are ordinates of midpoints of upper and lower eyelids, respectively.

4) Eye movement: We measure the eye movement by tracking the iris inside the region of eye in the image. The region of eye is extracted from the area of image surrounded by eye landmarks. The tracking method is based on eye tracking from visible-spectrum camera [19]. This method calculates the gaze direction with head pose compensation. Let \((x, y)\) the coordinate of the iris center, horizontal and vertical eye movements \((E_{dx}, E_{dy})\) in \(n\)-number of frames are calculated by

\[
E_{dx} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (x_i - \bar{x})^2}, \quad E_{dy} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \bar{y})^2}.
\]

(4)

5) Facial expression: The “Affectiva” library estimates six fundamental expressions: joy, fear, disgust, sadness, anger, and surprise from the patient face in the image. The occurrence of each expression is represented as a probabilistic value. Among these expressions, we use only the accumulated occurrence of “joy” for our purpose, as described later on this paper.

B. Assessment of nonverbal behaviors

Our strategy to assess nonverbal behaviors is to create two scenarios of communication scenes between the healthcare worker and the patient. The first scenario is “high trust” where a good quality relationship between the healthcare worker and the patient has been established. Contrary, the second is “low trust” scenario. While the “high trust” will lead to greater emotional stability that facilitates acceptance and openness of expression, “low trust” will result in less accurate communication. We believe that these differences can be revealed from the nonverbal behaviors extracted in this study.

Figure 2 shows our preliminary results of nonverbal behaviors of the two scenarios. Both manual and automatic coding of utterances are provided to show our utterance detection is effective to define the cognitive tasks: listening and speaking. Nonverbal behaviors for each scenario are assessed as follows.

1) Repetition of head nod, eye blink, and eye movement: Here, to distinguish communicative from noncommunicative types head nod, eye blink, and eye movement, we count the repetition for those behaviors in a duration of time and in each cognitive task: listening or speaking. The number of repetitions is computed by counting the number of values
above a given threshold in (1), (2), (3), and (4). Different patterns for head nod, eye blink, and eye movement during listening and speaking can be observed, as shown in the filled and unfilled area in Figure 2.

2) **Accumulated occurrences of facial expressions**: Since facial expression will have a range of amplitude, occurrence and duration, we calculate the probability accumulation for each facial expression in each cognitive task. Figure 2 shows different patterns of six fundamental expressions during speaking and listening. Since the fluctuations of “joy” show high responses, for further analyzes, only “joy” will be calculated to represent the facial expression changes in this study.

IV. **Experiments and Results**

Experiments were conducted by an experimenter and three participants as patients to communicate in “high and low trust” scenarios. Both scenarios were conducted for a duration of 40 seconds. The experimenter talked with the participant, in the way to cause the participants to alter their behavior to match each scenario. All scenes were recorded using a 60fps single camera with 1280×720 pixels resolution.
Table I shows frequencies of head nod, eye blink, and eye movement of the participants detected in two scenarios. Nodding frequency does not show significant patterns. Although patterns of nodding frequency are expected to change as the communication proceeds from “low trust” to the “high trust”, we consider that the communication duration is too short to create emphatic responses of the participants. For further observation, it is necessary to break down the communication of each scenario into stages (initial stage, exploration stage, struggling stage, and closing stage). The frequency of eye blink shows a significant increase from “low trust” to the “high trust” during speaking. Conversely, it shows a significant decrease during listening. This result is consistent with the previous research where during tasks requiring higher cognitive load, subjects’ blink rate tends to decrease [20]. The frequency of eye movement shows a significant increase in the vertical direction regardless of the scenarios. This behavior is highly affected by the experimental setting, where the participants’ heads were in lower position than the experimenter. Therefore, when the participants tried to maintain eye contact with the experimenter, the vertical gaze movements were remarkable than the horizontal.

Figure 3 shows the accumulated occurrences of facial expression “joy” in two scenarios. The expression of “joy” increases from the “low trust” to the “high trust” scenarios in both speaking and listening behaviors. This result represents the feeling of being nervous or uncomfortable of the participant during communication in the “low trust” scenario.

V. CONCLUSION AND FUTURE WORK

We have demonstrated our framework to assess the nonverbal behavior of the patient from a single camera. With its ability to detect human pose information and facial landmarks, the presence of the healthcare worker can be detected to start analyzing the nonverbal behavior of the patient automatically. The proposed framework will also eliminate the need for a number of sensor devices such as gyroscopes and eye trackers, to analyze the nonverbal behavior.

The proposed framework can be extended to monitor the activity of the patients. For example, by using the detected pose information, the patient body movements such as sitting posture, posture of turning over in bed, and posture of getting down from the bed can be monitored and characterized for each patient. This information will lead to an improvement of...
the healthcare service. Figure 4 shows four different postures of a user detected by our framework.

We will continue to conduct more experiments with various settings to confirm the robustness of our framework and to increase its functionality in order to improve the communication between the healthcare worker and the patient in particular and the healthcare service in general. By building a private cloud environment, data derived by our framework can be stored as big data to analyze possible efforts to increase patient satisfaction. Authorized persons can access the results by using cloud applications on hand-held devices. As a result, any issues related to the communication between the healthcare worker and the patient can be found at the early stage.
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Abstract—In clinical practice for adolescents and young adults with childhood onset diseases, transitional medicine represents an important element. Type 1 Diabetes Mellitus (T1DM) is a disease that requires patients, their families, and health care professionals involved to face a wide range of problems, including early development of complications, decreased quality of life, socioeconomic problems, and developmental psychological problems. The transition to adult health care is often not smoothly carried out for young patients with this disease. In this paper, first, we discuss problems in this area, including differences between paediatric and adult clinical settings for diabetes care, insufficient preparation for transition, and dissatisfaction of patients and families during transition. Next, we propose a clinical trial, providing a seamless transitional process to the young patients with T1DM at a joint clinic operated by both pediatricians and physicians, trying to ascertain the changes in psychological burden on the patients, quality of life due to transition, self-care behaviors, and blood glucose control during the transition.
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I. INTRODUCTION

Progress in medicine over the last decades has given rise to increased survival of children with complicated paediatric diseases who reach adulthood [1]. The transfer of adolescents and young adults from paediatric to adult health care is a complex operation that may generate various difficulties for all participants. The actual operation is called “transition”. This process requires young patients to get skills to increase their self-determination and become more responsible and prepared to face self-care, and for their families and health care professionals to be inclined to guide them [2].

Importance of transitional medicine has been recognized throughout the world, but discussion and consensus formation between paediatricians and physicians seem still inadequate. It is an urgent issue to prepare transition systems so that the adolescent and young adult patients can receive appropriate transitional process, considering changes of patients’ status, progression of complications, and physical and personality maturity along with age. There are, however, the limited number of researches on the actual condition and problems of the transition of young patients with chronic diseases. Specialised medical facilities bridging transition are globally rare, as well. It is crucial to promote researches on this issue from the socioeconomic or psychological points of view, as well as from a clinical one.

In this article, first, we review and discuss problems in transition, focusing on Type 1 Diabetes Mellitus (T1DM), formerly referred to as juvenile diabetes mellitus, and then present a project to establish a transition system to cohere paediatric and adult health care for adolescent and young adults with T1DM around Morioka area in Iwate, Japan.

II. TYPE 1 DIABETES MELLITUS

Type 1 Diabetes Mellitus arises because of β-cell destruction in the pancreas [3]. It is supposed that 415 million people across the world have diabetes and that T1DM accounts for approximately 7–12% of the subjects [4]. This disease develops most frequently during infancy and adolescence, in people under 30 years. Both genetic and environmental factors may play crucial roles, however, the exact pathogenesis of T1DM remains still unclear.

Beta cells produce a hormone, insulin, which regulates blood glucose levels. Since endogenous production of insulin is generally absent or in very small quantities in the patients with T1DM, lifelong treatment with insulin, either by multiple injections or insulin pump, and with frequent self-monitoring of blood glucose (SMBG) is required. Self-care is central to successful outcomes for individuals with T1DM and good diabetes management has been shown to minimise the risks of long-term and short-term complications [5].

Type 1 Diabetes Mellitus is a complex and demanding condition, which places a substantial behavioural and psychological burden on young people and their families. Diabetes management imposes considerable requirements, including nutrition guidelines, insulin regimens, glucose fluctuations, and SMBG, that are difficult for the patients to negotiate, specifically for children [6]. The transition into adolescence is often associated with poorer adherence to treatment, deteriorating metabolic control, and increased risk for psychological disorders [5]. In children with T1DM, parents are ultimately responsible for daily management of this disease, which can contribute to parental stress, distress, and diminished quality of life (QOL). Therefore, ensuring...
quality of life for the patients and their families, while maintaining glycemic control within targets, is an important challenge in diabetes treatment [7]. In addition, medical expenses also represent a large burden to both the patients and their families. Indeed, poor glycemic control in pediatric T1DM is associated with lower socioeconomic status [8].

III. EMERGING ADULTHOOD

The developmental period from ages 18–25 years has been termed “emerging adulthood” [9]. During this stage, many young adults leave their family homes, become financially independent, start working, and seek intimate relationships with partners [10]. Competing academic, economic, and social priorities often detract from engagement to chronic disease management. Even if young adults face these competing demands, they have not achieved all of the skills necessary to remain independent and accept these responsibilities on their own [9]. In addition, during this relatively healthy time in their lives young adults feel markedly invulnerable, and have a tendency to reject adult control.

The transition to emerging adulthood may give a tall order to those with T1DM. During this stage, on-going family involvement in diabetes management is necessary to reduce the risk of deterioration in glycemic control that often accompanies adolescence [11]. On the contrary, in addition to the new responsibilities and freedoms, those managing T1DM become more and more responsible for their self-care, with daily requirements including SMBG and insulin dose adjustments, and routine activities such as scheduling physician appointments, ensuring availability of sufficient stocks, and taking care of themselves when sick. It may be unrealistic to expect the person with diabetes in the early phase of emerging adulthood to make major changes in their diabetes management strategies, or even to transition to a new adult diabetes health care provider [12]. The demands of managing the complicated illness like T1DM must be integrated into the standardised changes in occupation, education, relationships, and living situations that accompany emerging adulthood [13].

IV. CULTURAL DIFFERENCE BETWEEN PAEDIATRIC AND ADULT DIABETES CARE

The management of T1DM in paediatric care differs in various ways from adult setting. In general, paediatricians are not accustomed to the needs of young adults, and physicians are trained with different viewpoints of diabetes care. Furthermore, the psychosocial environment and expectations differ markedly between two settings, and paediatric and adult providers have different ideas on transition [14]. Indeed, the adolescents and young adults experienced cultural difference during the transition. While children’s care was generally characterized by close, supportive relationships with staff, lower anticipation of patient responsibility, and significant parental involvement, adult care was considered less supportive and less personal, with frequent changes in staff and decreasing involvement by parents [15]. This shift in culture was sometimes experienced as very precipitate [16]. Some felt out of place in adult services, many were less satisfied with adult care than children’s care [17].

V. IMPACT OF TRANSITION ON GLYCEAMIC CONTROL, ATTENDANCE AT HEALTHCARE APPOINTMENTS, AND DIABETES-RELATED HOSPITALIZATIONS

A systematic review or meta-analysis by Sheehan et al. [18] tried to examine the impact of transition from child to adult health care on health outcomes and health behaviours for young people with child-onset T1DM.

In nine observational studies that assessed the impact of healthcare transition on glycemic control either by examining changes in HbA1c following transition, five reported no change in HbA1c, one found an improvement in HbA1c for females, and one reported an increase in HbA1c. The remaining two studies, which compared young adults who had transitioned to adult care with those who remained in children’s services, found lower HbA1c levels in those who had not transitioned to adult care. In the 10 studies examining transition programmes or interventions, four reported no change in HbA1c between pre- and post-transition and six reported an improvement. Programmes demonstrating improvements incorporated a range of elements, including joint clinics, letters to patients summarizing medical history and support programmes.

Out of 8 observational studies, which assessed the relationship between healthcare transition and clinic attendance, four studies reported less-frequent attendance post-transfer compared with pre-transfer. Change in the frequency of attendance post-transition, where transition programmes or interventions were in place, was assessed in five studies, and all studies found reduced attendance rates post-transition.

In 4 observational studies that examined the relationship between diabetes-related hospitalizations and healthcare transition, no change in hospitalizations were found in 2 studies, one study found an increase in hospitalization frequency, and the remaining study found fewer diabetes-related hospitalisations in those who remained in paediatric care.

VI. RESISTANCE TO NEW PHYSICIANS

Young people with T1DM generally experienced greater difficulties in accessing and keeping their own health care after transition [19]. They felt that adult clinics were less reachable because of less-frequent appointments and less multi-dimensional support, and had difficulties in building consistent relationship with their new health caretakers. Clinic cancellation rates were higher in adult services [20]. Engagement may have been disturbed by various reasons, for example, the location and opening hours of adult clinics, capacity to travel, other appointments such as work or education, parking difficulties or transport costs and latency time [21]. Patients in adult services were reportedly less likely to be followed up if they did not attend their appointments and were not automatically rebooked [22].
Within adult diabetes clinics, young adults preferred consultations with familiar health care staff [22]. Health care staffs in adult health providers tend to make generalisations and judgements in relation to young adults, which undermined relationship development within the clinic [22]. Fear or perception of being told off or judged by health care professionals for unsatisfactory glycaemic control was a barrier to clinic attendance studies [22]. Young adults felt health care staff did not take the time to understand the struggle they experienced to achieve glycaemic control [23]. Some felt out of place in adult services and that the care was inappropriate for the needs of their age group [21], many were less satisfied with adult care than children’s care [22].

VII. PSYCHOLOGICAL AND SOCIOECONOMIC ISSUES

Mental health is a more common concern among young adults with T1DM than those without it, which is usually a miscalculated problem [25]. A recent study found much higher prevalence of psychosocial illness among adolescents with T1DM than those without it [55.95% vs. 20%; P<0.0001] [25]. Major depressive disorder was the most common, while conduct disorder and generalized anxiety disorder were less. Depression and anxiety have been identified as a risk factor for impaired adherence to diabetes care and higher HbA1c [26]. It is important to monitor and refer older adolescents and young adults with T1DM to appropriate mental health resources [12].

Substance use was common among adolescents and young adults with T1DM, as well as those without diabetes. High-risk alcohol use has been reported in 12.9% of 14–19-year old patients with T1DM [27]. The effects of alcohol on glucose and a risk for hypoglycaemia unawareness should be made well known to the young people with T1DM [27]. Among patients with diabetes, tobacco use is an independent modifiable risk factor for development of cardiovascular diseases, diabetic neuropathy, and nephropathy [28]. Illicit drug use has been found to be a risk factor for non-adherence and diabetic ketoacidosis (DKA) [29].

Eating disorders and eating disordered behaviour also are of concern in adolescents with T1DM. Rates of eating disorders among adolescents with T1DM are estimated at 10%; it is twice as high as in girls without diabetes and e the incidence of eating disorders increases into young adulthood [30]. Insulin restriction is the most concerned eating disordered behaviour for adolescents with T1DM, which results in hyperglycaemia creating glucosuria leading to weight loss. This behaviour is very common and could occur in patients who do not meet criteria for an eating disorder [30].

Pregnancy planning is an important topic to be young woman with T1DM. The American Diabetes Association (ADA) recommends preconception planning should be discussed with all women with T1DM starting at puberty [12]

Lack of access to adequate health care coverage remains to be one of the most significant issues to transition for the emerging adult population with T1DM. They may have increased pressure to secure full-time employment to maintain health insurance for on-going medical care for their chronic illness because of changes in legal status and living situation that occur in early adulthood. Due to high co-pays, some may be pushed to switch to less optimal insulin use or become less adhered to diabetes care [31].

VIII. STRUCTURED SUPPORT AIDS FOR THE ADOLESCENT AND YOUNG PATIENTS IN MORIOKA AREA, JAPAN

A. Transition Trial

1) The aims of this study

The first aim of the present study is to provide a seamless transitional process to the young patients with T1DM, considering changes of patients’ status, progression of complications, and physical and personality maturity along with age, at a joint clinic operated by both paediatricians and physicians. We also endeavour to ascertain the changes in psychological burden on the patients, quality of life due to transition, self-care behaviours, and blood glucose control during the transition.

B. Method/ Design

1) Design

A prospective, uncontrolled trial is conducted in Morioka Children’s Hospital [paediatric and joint clinics], and Iwate Medical University (an adult clinic). The structured transition program is a multidisciplinary intervention designed to provide additional support in the transition period, which include age-specific education and counselling on basic knowledge on diabetes, sick days, family planning, pregnancy and childbirth, drinking and smoking, and carbohydrate counting, by paediatricians, physicians, nurses, registered dieticians, and clinical psychologists. A web site provides information on the joint clinic by a newsletter, and downloadable forms of useful knowledge for diabetes self-management. Central to the program is use of the flash glucose monitoring system FreeStyle Libre (Abbott Diabetes Care Ltd., Witney, UK) to acquire flexible insulin therapy corresponding to dietary modification, including the carbohydrate counting. Subjects are seen in the paediatric care setting, the joint clinic at the Children’s Hospital, for 12 months and then transferred to the adult care setting where they are seen for one year. There will then be a one-year follow-up period for outcome assessment. This study is going to be approved by the Institutional Review Board of Iwate Prefectural University, Iwate Medical University, and Morioka Children’s Hospital, respectively. All participants must complete an informed consent at study enrolment. The competitive research funding by Iwate Prefectural University is financially supporting this project.

2) Participants

a) Inclusion criteria

- Established T1DM diagnosis for a minimum of one year
- Older than 15 years of age
- At least 1 visit during the previous year with the paediatric endocrinologist at Morioka Children’s Hospital
- Ability to participate in all aspects of this clinical trial
- Written informed consent/assent must be obtained and documented
- Willingness to participate in the joint clinic and to be transferred to the adult clinic
- Resident of Iwate Prefecture

b) **Exclusion criteria**
- Pregnant or lactating females or intent to become pregnant during the next 3 years
- Condition(s) which in the opinion of the investigator may interfere with the subject’s ability to participate in the study
- Prior enrolment in the current study
- Prior enrolment of a sibling in the current study
- Current participation in another clinical trial or participation in another clinical trial in the 6 months prior to enrolment

3) **Study procedures**

a) **Recruitment**

Eligible patients are identified in Morioka Children’s Hospital. The investigators introduce the study and provide a document on information to all eligible patients. If the prospective participant agrees to be approached, the investigators make contact during the clinic to answer any questions or concerns regarding the study. If the subject agrees to participate, informed consent is obtained at the time or at the next routine paediatric clinic visit. The researchers make contact during the clinic to answer any questions or concerns regarding the study.

b) **Baseline assessment**

Once consent has been obtained, the baseline assessment is completed as part of the initial visit. Baseline characteristics collected are: age, gender, level of education, family structure, distance from the treatment centre, smoking and alcohol use, concomitant conditions, comorbid conditions, and history of diabetes. In addition, baseline assessment includes detailed initial medical history, measurement of weight and height, blood pressure, centralized venous A1C, insulin use, clinic attendance, and completion of baseline patient satisfaction questionnaires.

c) **Histotorical measures**

- Sociodemographic: age, sex, level of education, persons living with participants/family structure, and distance from the treating centre
- Medical history: detailed initial medical history; family history of diabetes-related complications, social habits (smoking, alcohol, illicit drug use), follow-up interim history with focus on hospital visits for hypoglycaemia and diabetic ketoacidosis
- Insulin dosage and method of delivery
- Frequency of medical care (retinal, monofilament, lipid profile testing and microalbumin to creatinine ratio)
- Concomitant medications: all longstanding therapies, with the emphasis placed on insulin therapy
- Questionnaires (Diabetes therapy Related QOL; Problem Areas in Diabetes; Summary of Diabetes Self-Care Activities)

d) **Physical examination measures**

- Anthropometric measurements: height, weight, and BMI
- Blood Pressure
- Systems physical examination: general survey, skin, head, neck, chest, heart, abdomen, musculoskeletal/extremities, and neurologic (including lower extremity monofilament testing)
- Laboratory measures A1C, lipid profile, creatinine

e) **Transition interventions**

The structured transition program is a multidisciplinary intervention aiming to provide additional support during the transition period, which include age-specific education and counselling on basic knowledge on diabetes, the differences in the structure of adult and paediatric diabetes care, sick days, family planning, pregnancy and childbirth, drinking and smoking, and carbohydrate counting by paediatricians, physicians, nurses, registered dieticians, and clinical psychologists. Written information is provided. The intervention lasts 24 months, 12 months at a joint clinic in paediatric care and 12 months in adult care. Recommended revisits interval ranges 4-8 weeks. At every visit, laboratory tests are performed. The participants complete the questionnaires at the beginning and the end of the joint clinic, and the end of the adult clinic.

f) **Primary outcomes**

The primary objectives of the study are:

- To compare the mean A1C levels before and after the transition clinic, or before and after the adult clinic
- To compare the rates of diabetes related emergency room visits and hospitalizations for DKA and hypoglycaemia before and after the transition clinic, or before and after the adult clinic
- To compare the patient satisfaction and perception of the care before and after the transition clinic, or before and after the adult clinic, using self-administered questionnaires

g) **Adverse events and safety**

Due to the nature of the intervention, it is not expected that serious adverse events related to the intervention will occur. However, adverse events will be collected from the time of signing the Informed Consent. The following adverse events will be recorded in the subject’s medical records and on the case report form:

- Any medical occurrences requiring medical intervention
- Any action or outcome (e.g., hospitalization, discontinuation of therapy, etc.) will also be recorded for each adverse event
IX. DISCUSSION

Mental health is a more common concern among young our knowledge, this study is the first project to perform a prospective evaluation of a structured transition program in Japan. This study incorporates the recent recommendation of the American Diabetes Association (ADA) [32], for transition from paediatric to adult care, emphasizing that “Both paediatric and adult diabetes care providers should provide support and links to resources for transitioning young adults.”

To date, there are no studies that have directly compared various transition interventions, and there is a limited number of clinical trials on transitional medicine in the T1DM field. In our present project, we follow the transition procedure of randomised controlled trial by Sequeira PA, et al [33], the Let’s Empower and Prepare (LEAP) study, which included 51 young patients with T1DM, and successfully facilitated their transition to adult care without a decrease in clinical follow-up. The LEAP program provided had four major components that we inherit in our study, diabetes education tailored to patients’ developmental stage, a joint clinic operated by both a paediatrician and a physician, carbohydrate counting education, and a private social networking website to facilitate social support. Indeed, the LEAP study first proved the efficacy of tailored diabetes education and joint clinic in the transition [33]. Carbohydrate counting is a popular method of calculating grams of carbohydrate consumed at meals and snacks, allowing patients with T1DM to adjust the mealtime insulin dose considering the amount of carbohydrates to eat. There is significant evidence that this method improves blood glucose controls and quality of life of the patients [34]. We introduce a modification to this meal planning method with novel a novel flash glucose monitoring system for interstitial glucose measures, which significantly reduced time in hypoglycaemia without deterioration of HbA1c, and improved treatment satisfaction [35]. Internet-based self-management among young patients has found some success [36]. Recent trends indicate a major shift to incorporate mobile telecommunication technologies into health behaviour interventions. These technologies offer several advantages for health behavioural interventions, including information and messages tailored to the participant, quick access, increased cultural sensitivity, and anonymity, which may be attractive regarding sensitive health issues [37].

X. CONCLUSION

Psychological and socioeconomic issues characteristic of young adults with T1DM similar to those reported in the Caucasian population were found in our study, as well. Continuous and developmentally tailored diabetes medical care by health care providers trying to integrate the patient’s life circumstances is central to resolution of these issues. The findings of the current project are expected to support the routine implementation of standardized intervention during the transition period not only in T1DM, but also all other areas of care for emerging adults with chronic medical conditions.
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Abstract—The aim of this study was to clarify what kind of their facial expression nursing students selected; be it dependent on their patients' situations and the nursing care. Furthermore, educational needs concerning facial expressions are examined. In accordance with P. Ekman's facial expression analyses, photographs of 10 types of facial expressions were taken and the emotional components perceived therein analyzed. Using the 10 expressions, several aspects were studied. Twenty-seven students responded to questions. Results revealed students may misunderstand the expression of fear as one of disgust or sadness. Furthermore, they tend to think that the expressions of surprise, fear, disgust, anger, and sadness are inappropriate facial expressions when talking to a patient or conducting a physical assessment. Twenty students responded to educational needs regarding facial expressions. Their remarks included “lessons on how to make facial expressions corresponding to situations in simulations and actual practices are desirable” and “effectiveness of facial expressions.” In addition, having the students’ own facial expressions mechanically analyzed or evaluated by others may offer them an opportunity to learn how to express emotions appropriately. As these aspects are in accordance with the students’ educational needs, an early introduction to the education on facial expressions is desirable.

Keywords—facial expression; nursing student; physical assessment; communication.

I. INTRODUCTION

Because it is a requirement for nurses to understand their patients' needs and respond accurately, proficient communication skills are indispensable for their profession [1]. However, in the actual education practices for nurses in Japan, a deterioration in the nursing students' ability to sympathize as well as other interpersonal abilities has been evident; thus, it is difficult for students to build a mutual understanding with their patients through their nursing practices [2]. In addition, a survey on university students’ communication skills from the perspective of social skills revealed that the emotional sensibility of nursing students, which is required to understand nonverbal information, is poorer than that of students who have specialized in care for people who have disabilities. Furthermore, their ability to control their emotions, which is required to keep their emotional sensibility in check, is higher than that of pediatric students [3]. Although the impact of the facial expressions of nurses [4], physical therapists [5], and pharmacists [6] on their patients has been reported, no study has revealed how nursing students choose their facial expressions; be it based on their patients’ situations or events. There has also been no clear indication on the need for education with reference to facial expressions. In view of these circumstances, the aim of the present study was to clarify what kind of their facial expression nursing students selected; be it dependent on their patients' situations and/or nursing events. Furthermore, educational needs with reference to facial expressions are examined.

In Section 2, the method employed in the study is explained. In Section 3, the results of the feelings analysis of 10 kinds of expressions, which were developed for this investigation, are outlined. In addition, facial expressions when a nursing student provides care for a patient are described. A brief discussion is offered in Section 4; conclusions and recommendations for future research are presented in Section 5.

II. METHOD

In accordance with P. Ekman's facial expression analyses [7], photographs of 10 types of facial expressions were taken; these are depicted in in Figure 1 (A: blank expression; B-E: four levels of happiness; F: surprise; G: fear; H: disgust; I: anger; J: sadness). The emotional components perceived therein were analyzed. The Emotion API of Microsoft Cognitive Services [8] [9] was employed to analyze facial expressions. The reason for a number of facial expressions showing happiness is nursing students use different degrees of smiling when caring for patients. The degrees of expressing happiness were derived from the researchers’ experience.

Figure 1. The 10 types of facial expressions: A: blank expression; B-E: four levels of happiness; F: surprise; G: fear; H: disgust; I: anger; J: sadness

Using the 10 expressions, the items thus listed were studied. To assess their adequacy, the facial expressions were rated by means of seven levels; Level 1 denoted “not
adequate at all,” while Level 7 signified it was “very adequate.” The items are as follows:

- How nursing students recognize emotions behind the 10 facial expressions;
- Adequacy of facial expressions when talking with a patient by showing a smile, blank expression, worry, agony or anger;
- Adequacy of facial expressions when conducting a physical assessment of a patient by showing a smile, blank expression, worry, agony or anger;
- Adequacy of facial expressions when communicating a problematic or non-problematic test result.
- Past experience in facial expression training and the emotion felt on that occasion; and
- Educational needs regarding facial expressions.

### III. Result

#### A. The analysis of the 10 facial expressions

The analysis of the 10 facial expressions prepared for this study mainly detected components associated with a lack of emotion in Expressions A and B, happiness in C, D, and E, surprise in F, sadness in G, I, and J, and a lack of emotion in H (Table I). The expressions of fear, disgust, and anger included a great deal sorrow and expressionless components.

#### B. Emotions that nursing students feel from 10 facial expressions

Six 1st-year students, twelve 2nd-year students, and nine 4th-year students responded to the questions. With reference to Expression A, the majority, namely, 81.5% identified it as “others.” Of these, 15 students chose “indifference and lack of emotion.” Regarding Expression B, 51.9% identified it as “others” while 40.7% associated it with “happiness.”

Other responses included “smile” and “tense smile.” Expression C was linked to “happiness” by 85.2% of the respondents. Expressions D and E were perceived by 92.6% of the students as “happiness.” Other responses included expressions that indicated fun and a lack of animosity against someone else. Expression F was associated by 100% of the respondents with “surprise.” Expression G was identified with disgust, fear, and sadness by 44.4%, 33.3% and 14.8%, respectively. Expression H was associated with disgust by 88.9% of the respondents. In Expression I, 92.6% perceived anger while 92.6% perceived sadness in Expression J.

#### C. Facial expressions that nursing students select for communication and care

When caring for patients who displayed various facial expressions, the selection of the nursing student is presented in Tables II and III. To assess their adequacy, the expressions were rated by means of seven levels; Level 1 signified “not adequate at all,” while Level 7 meant “very adequate.” The extent to which nursing students thought their expressions were appropriate is indicated in the table by the average value. Nursing students should consider the following when speaking with patients who have various expressions.

#### Table I. The Analysis of the 10 Facial Expressions Employing The Emotion API of Microsoft Cognitive Services

<table>
<thead>
<tr>
<th>Emotions expressed</th>
<th>Analysis items of emotions</th>
<th>Angry</th>
<th>Contempt</th>
<th>Disgust</th>
<th>Fear</th>
<th>Happiness</th>
<th>Sadness</th>
<th>Surprise</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Neutral</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.18</td>
<td>0.00</td>
<td>0.82</td>
</tr>
<tr>
<td>B. Happiness</td>
<td></td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.00</td>
<td>0.00</td>
<td>0.92</td>
</tr>
<tr>
<td>C. Happiness</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.00</td>
<td>0.84</td>
<td>0.00</td>
<td>0.16</td>
</tr>
<tr>
<td>D. Happiness</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>E. Happiness</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.10</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>F. Surprise</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.84</td>
<td>0.00</td>
<td>0.16</td>
</tr>
<tr>
<td>G. Fear</td>
<td></td>
<td>0.00</td>
<td>0.02</td>
<td>0.02</td>
<td>0.05</td>
<td>0.00</td>
<td>0.77</td>
<td>0.02</td>
<td>0.14</td>
</tr>
<tr>
<td>H. disgust</td>
<td></td>
<td>0.02</td>
<td>0.01</td>
<td>0.04</td>
<td>0.01</td>
<td>0.00</td>
<td>0.40</td>
<td>0.01</td>
<td>0.51</td>
</tr>
<tr>
<td>I. anger</td>
<td></td>
<td>0.01</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.93</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
</tr>
<tr>
<td>J. sadness</td>
<td></td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.99</td>
<td>0.00</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

* Emotions expressed by facial expression
* Total of 8 items sums to 1. Because it rounds off, the total may not be 1 in some cases.

#### Table II. Appropriateness of Facial Expression When Talking

<table>
<thead>
<tr>
<th>Facial expressions of nurse</th>
<th>Facial expressions of patients</th>
<th>Smiling</th>
<th>Expressing</th>
<th>Worried</th>
<th>Suffering</th>
<th>Angry</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. Neutral</td>
<td>2.3</td>
<td>3.8</td>
<td>3.3</td>
<td>3.4</td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>B. Happiness</td>
<td>4.3</td>
<td>5.3</td>
<td>4.7</td>
<td>3.6</td>
<td>3.6</td>
<td></td>
</tr>
<tr>
<td>C. Happiness</td>
<td>6.2</td>
<td>5.9</td>
<td>4.6</td>
<td>2.9</td>
<td>3.0</td>
<td></td>
</tr>
<tr>
<td>D. Happiness</td>
<td>6.6</td>
<td>5.2</td>
<td>3.9</td>
<td>2.6</td>
<td>2.0</td>
<td></td>
</tr>
<tr>
<td>E. Happiness</td>
<td>5.9</td>
<td>3.7</td>
<td>2.4</td>
<td>1.9</td>
<td>1.7</td>
<td></td>
</tr>
<tr>
<td>F. Surprise</td>
<td>2.6</td>
<td>2.4</td>
<td>2.1</td>
<td>2.0</td>
<td>2.3</td>
<td></td>
</tr>
<tr>
<td>G. Fear</td>
<td>1.6</td>
<td>1.9</td>
<td>2.1</td>
<td>2.9</td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>H. disgust</td>
<td>1.3</td>
<td>1.6</td>
<td>1.5</td>
<td>1.7</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>I. anger</td>
<td>1.4</td>
<td>1.5</td>
<td>1.5</td>
<td>1.9</td>
<td>1.9</td>
<td></td>
</tr>
<tr>
<td>J. sadness</td>
<td>1.5</td>
<td>1.8</td>
<td>2.9</td>
<td>3.7</td>
<td>3.1</td>
<td></td>
</tr>
</tbody>
</table>

Nursing students chose a facial expression that they consider appropriate for patients expressing a certain emotion. The average value of the 7-level Likert scale is shown.
The facial expressions that nursing students chose when conducting a physical assessment of patients are as follows. The students’ tendency when talking to a patient with a beaming smile was to “beam in the same way” or “seriously.” When a patient had a blank expression, the students tried to “smile,” and display “a facial expression that relieves the patient,” or a “gentle expression.” The students focused on “keeping a worried face in the same way” or “a facial expression that relieves the patient when the patient had a worried expression. When the patient’s facial expression was one of pain, the students tried to “keep a worried face” or “a smile that relieves the patient,” or “expressions in which seriousness is conveyed to patients.” When a patient had an angry expression, the students tried to have “a serious look,” “not an angry face,” and “a facial expression that relieves the patient when the patient had a worried expression.” When the patient displayed a painful expression, the students tried to “keeping a worried face” or “a smile that keeps the patient from feeling pain.” When the patient displayed an angry expression, the students tried to have “a serious look” and “not an angry face,” but “smile.”

### TABLE III. Appropriateness of facial expression when undergoing a physical assessment

<table>
<thead>
<tr>
<th>Facial expressions of nurse</th>
<th>Facial expressions of patients</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Smiling</td>
</tr>
<tr>
<td>A Neutral</td>
<td>3.4</td>
</tr>
<tr>
<td>B Happiness</td>
<td>4.7</td>
</tr>
<tr>
<td>C Happiness</td>
<td>6.1</td>
</tr>
<tr>
<td>D Happiness</td>
<td>5.9</td>
</tr>
<tr>
<td>E Happiness</td>
<td>5.0</td>
</tr>
<tr>
<td>F Surprise</td>
<td>2.0</td>
</tr>
<tr>
<td>G Fear</td>
<td>1.5</td>
</tr>
<tr>
<td>H disgust</td>
<td>1.3</td>
</tr>
<tr>
<td>I anger</td>
<td>1.3</td>
</tr>
<tr>
<td>J sadness</td>
<td>1.5</td>
</tr>
</tbody>
</table>

Nursing students chose a facial expression that they consider appropriate for patients expressing a certain emotion. The average value of the 7-level Likert scale is shown.

### TABLE IV. The facial expressions when conveying test results

<table>
<thead>
<tr>
<th>Facial expressions of nurse</th>
<th>No problem</th>
<th>Have a problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>A Neutral</td>
<td>3.1</td>
<td>4.7</td>
</tr>
<tr>
<td>B Happiness</td>
<td>5.1</td>
<td>4.2</td>
</tr>
<tr>
<td>C Happiness</td>
<td>6.4</td>
<td>2.8</td>
</tr>
<tr>
<td>D Happiness</td>
<td>5.9</td>
<td>2.1</td>
</tr>
<tr>
<td>E Happiness</td>
<td>4.0</td>
<td>1.4</td>
</tr>
<tr>
<td>F Surprise</td>
<td>1.6</td>
<td>1.6</td>
</tr>
<tr>
<td>G Fear</td>
<td>1.4</td>
<td>2.2</td>
</tr>
<tr>
<td>H disgust</td>
<td>1.3</td>
<td>1.7</td>
</tr>
<tr>
<td>I anger</td>
<td>1.3</td>
<td>1.7</td>
</tr>
<tr>
<td>J sadness</td>
<td>1.3</td>
<td>2.6</td>
</tr>
</tbody>
</table>

Nursing students chose a facial expression that they consider appropriate for patients expressing a certain emotion. The average value of the 7-level Likert scale is shown.

### F. The degree of self-confidence of students who make appropriate facial expressions, and learning needs

The level of confidence the nursing students had in making an adequate expression was 4.5. The averages per year were 4.6, 3.9, and 5.3 among the 1st-year, 2nd year, and 3rd year students, respectively. There were seven students in the school who received training on facial expressions. The level of satisfaction they experienced from the training was 6.4, their level of delight was 4.5, and level of sadness was 1.9.

### IV. Discussion

Most students perceived happiness in Expressions C and D. While their impressions from Expressions H (disgust) and I (anger) were different from the mechanical analysis.
results, the students’ evaluation seemed consistent. On the other hand, opinions were divided for Expression G (fear) both in the analyses and among students; this suggested the possibility of mistakenly being perceived as an expression of disgust or sadness. In a survey targeting nurses, the highest mean accuracy rate of recognizing facial emotion was happiness (99.14%) while the lowest accurately recognized facial expression was fear (47.71%) [10]. Students, like nurses, are expected to be able to assess the feelings of happiness accurately. The expression of happiness is considered to be a facial expression that students can understand. The reason for this is that the facial expression of happiness is different from other facial expressions; the footprint of the crow is formed in the corner of the eye and the corners of the mouth are raised.

Nursing students are confused by the expressions of fear and disgust. The reason is that the two facial expressions are similar with regard to wrinkles between the nose and eyebrows. Psychiatrists who treat adults were significantly better at recognizing fearful and disgusted facial emotions than child-adolescent psychiatrists while the latter were better at recognizing angry facial emotions [11]. Even qualified medical personnel suggest that there is a difference in the ability to recognize negative facial expressions. Training to recognize facial expressions is necessary for students. This has already been developed as the Micro Expression Training Tool. However, it is reported that the training effect is low when communication ability is poor [12]. While facial expressions are often judged in combination with other circumstances, this study may provide students with an opportunity to realize that patients’ feelings can be misunderstood. Furthermore, having students’ own facial expressions mechanically analyzed or evaluated by others may offer an opportunity for them to learn how to express emotions. As these aspects match the students’ educational needs, an early introduction of the education on facial expression is desirable.

In having conversations with or conducting physical assessments on patients who display various expressions, such as smile, worry, agony, and anger, it was revealed that students consider it inadequate to have an expression of surprise, fear, disgust, anger or sadness. Furthermore, they responded that a modest smile could be applied to any situation. However, because the students do not have many opportunities to deal with a patient in agony or anger in a nursing practice, their responses may be a result of their lack of experience. This suggests the necessity to create opportunities for students to experience how to deal with patients in agony or anger through simulation education. In communicating a problematic test result to a patient, the students considered it better to have a blank expression or modest smile. This study did not conduct any survey on what kind of facial expressions patients prefer or what kind of expressions skilled nurses consider adequate; ideally, these themes should be studied in the future.

V. CONCLUSION

This study aims to clarify nursing students choose what kind of their facial expressions depending on their patients’ situations and nursing occasions. The results of this study indicate facial expressions that nursing students select when they are with patients. Nursing students thought that a moderate smile could be applied to any situation. However, patients and nurses need to evaluate the actual students’ facial expressions.

Currently, there are no systems that students can self-learn about their facial expressions. Therefore, our future work is to develop a system that integrates facial expression analysis system and others evaluation, so that nursing students can learn about communication.
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Abstract — The uptake of assistive technology to improve the functionality of the upper limb in people with disorders affecting the neuromuscular system, such as stroke and Duchenne Muscular Dystrophy, is often limited by a gap between the users’ needs and the design of the technology. This study aims to identify the technology-specific end-users’ requirements for the development of upper limb assistive technology to support daily life activities, and thereby supporting self-management, in stroke and Duchenne Muscular Dystrophy, based on the results of disease-specific focus groups and specialist consultation. The focus group results showed that: unobtrusive support, intuitive use, and adaptiveness to an individual and disease progression are key for both stroke and Duchenne Muscular Dystrophy patients. The technology-specific end-user requirements identified in this study can be used to supplement general user-requirements identified in the literature, in order to improve the design of assistive technology for support of upper limb daily activities.

Keywords- DMD; Stroke; Assistive Technology; User Requirements; Upper Extremity.

I. INTRODUCTION

People with disorders that affect the neuromuscular system, such as Duchenne Muscular Dystrophy (DMD) and stroke, often suffer from difficulties in performing activities of daily living (ADL) due to reduced functionality of the upper limb (UL) [1]-[3]. Decreased functionality of the UL leads to a decrease in independence and impacts quality of life [4][5].

The demand for technological solutions, which can support or compensate for loss of functionality in motor function, increases with reduced level of independence and UL function [2][6][7]. Nowadays, numerous technological solutions are available ranging from simple assistive tools (e.g., adapted cutlery) to robots that entirely substitute human movements in very severe cases [7]-[9]. In theory, personal assistance or (in)formal care can be reduced by 30-42% through use of assistive technology [8][9]. Unfortunately, the preferences and needs of end-users and their environment are often not met in the technical design of the device which results in many users abandoning these devices [6][10]-[14]. In order to bridge the translational gap between the users’ needs and the design of the technology, a user-centred design needs to be used in the development of the UL assistive technology [15]. Input from end-users from the beginning of the design, as done in a user-centred design, is regarded as effective to enhance the chance for uptake [16].

In the literature, focus is placed on general end-user perspectives for UL assistive technology. If assistive technologies are to be used to support independence during daily life activities, they need to be simple to apply [13]-[15][19], easy to use [11][12][17][18], safe [12], pleasurable [17][19][20], of reasonable cost [17][19][21][22], motivating and should be able to provide feedback [13]. The time taken to prepare, set up and maintain assistive devices are key issues for all stakeholders [11][12][17][19]. For stroke patients and carers the device needs to be easy to get on and off a weak, contracted hand/arm as well as intuitive in terms of correctly positioning the device [11][17]. Also, concerns about devices which are time consuming to clean and difficult to store are expressed [11][17]. The appearance of the device is not seen as important factor for either stroke patients nor healthcare professionals [12]. Conversely, for DMD patients, having a mobile device which is also attractive in appearance is an important issue because of the age related social needs. Thus, for self-management it is critical to incorporate the above mentioned features in the design of a device.

Nowadays, designers are focusing more and more on innovative and technically complex assistive technology, and a user-centred design is increasingly adopted. The People, Activities, Contexts and Technologies (PACT) framework was invented to cover all aspects of user-centred design including social and technological aspects. Although, eliciting end-user input through analysis of the PACT aspects is considered as a useful starting point for design
[23], the technological aspect is often neglected. In stroke and DMD populations, gathered end-user-input is often still targeted at rather generic information about the envisioned use of the assistive technology, for instance as reflected by the People, Activity and Context domains of the PACT framework [11][12][20][23]. There is little emphasis on end-users’ views towards specific technical aspects, such as intention detection, options for support, and feedback.

The eNHANCE project aims to assist people with DMD and stroke in performing UL daily life activities with the environment. The focus of this project is on innovative aspects of the technology such as intention detection, performance assessment, and behavioural modelling. Therefore, the aim of this paper is to identify end-user requirements, specifically addressing the technical features, for the development of UL assistive technology. This project used questionnaires and focus groups in two target groups, namely stroke and DMD to determine these end-user requirements. The results are outlined in Section III and will be discussed in Section IV.

II. METHODS

To elicit user input, the PACT framework [23] was used to design questions to be addressed during disease-specific questionnaires and focus groups with patients, carers and clinicians. To determine the starting point for the technology-specific questions to be discussed during the focus groups, a questionnaire addressing the People, Activity and Context domains of the PACT framework was set up.

A. Questionnaire

In order to develop the questionnaire, a literature survey was performed in stroke, to determine the existing body of knowledge regarding user input for UL supporting assistive technologies. The design of the questionnaire was based on published literature on questionnaire design [24][25]. Questions relating to the People (patient characteristics, technological affinity and hand function), Activity (Usage of hand, and which preferred activities) and Context (Table I) were addressed in the questionnaire. Although no paper-based questionnaire was performed in DMD, questions with regard to the People, Activity and Context domains were asked during the DMD focus group.

<table>
<thead>
<tr>
<th>TABLE I. QUESTIONNAIRE STATEMENTS, ANSWERED ON A 5-POINT LIKERT SCALE (FROM STRONGLY DISAGREE TO STRONGLY AGREE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>The device must be wearable</td>
</tr>
<tr>
<td>Storage of the device must be easy</td>
</tr>
<tr>
<td>The device must be lightweight</td>
</tr>
<tr>
<td>I want to do and doff the device myself</td>
</tr>
<tr>
<td>I would lack the confidence to use assistive technology at home</td>
</tr>
<tr>
<td>Support of my caregiver is important to use assistive technology</td>
</tr>
<tr>
<td>I want to wear the device under my clothes</td>
</tr>
</tbody>
</table>

In order to ensure consistency in the analysis of the user requirements, the design was kept as similar as possible for DMD as for stroke. Yet, the questions were modified for the DMD population, tailoring it to their specific pediatric needs. Further information was sourced from experience in previous related projects (e.g., FlexTension) and DMD healthcare professionals.

B. Focus Groups

Two focus groups, one with stroke survivors and carers, and the other with boys with DMD, aged between 15 and 16 years old, and their parents were held in July 2015. Stroke participants were recruited from the Roessingh Rehabilitation Centre, the Netherlands, and the focus group for DMD was publicised in the UK by the Action Duchenne DMD Advocacy group called “Taking Charge”. During the focus groups more specific information with regard to the technology was represented by the following themes: support options, intention detection, personalization, feedback and motivational aspects (Table II). Several technical and biomedical experts were present to provide feedback about the use of the state of the art technology in the robotic arm.

<table>
<thead>
<tr>
<th>TABLE II. MAIN QUESTIONS DISCUSSED DURING FOCUS GROUPS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Introduction project, participants and focus group</strong></td>
</tr>
<tr>
<td><strong>Support options</strong></td>
</tr>
<tr>
<td>- How would you like to be supported by the system?</td>
</tr>
<tr>
<td>1. System takes over entire movement</td>
</tr>
<tr>
<td>2. System compensates for gravity</td>
</tr>
<tr>
<td>3. System supports as needed</td>
</tr>
<tr>
<td><strong>Intention detection</strong></td>
</tr>
<tr>
<td>- Can you imagine in which way a system could detect your movement intention?</td>
</tr>
<tr>
<td>Which of the following options would you find best, acceptable and unacceptable:</td>
</tr>
<tr>
<td><strong>A. Subconscious</strong></td>
</tr>
<tr>
<td>1. Eye-tracking</td>
</tr>
<tr>
<td>2. Sensors (movement/pressure/force)</td>
</tr>
<tr>
<td>3. Muscle activation</td>
</tr>
<tr>
<td><strong>B. Conscious</strong></td>
</tr>
<tr>
<td>1. Voice recognition</td>
</tr>
<tr>
<td>2. Joystick</td>
</tr>
<tr>
<td>3. Pushing a button</td>
</tr>
<tr>
<td><strong>Personalization</strong></td>
</tr>
<tr>
<td>- Would you like to have a system that can adapt itself to your personal preferences?</td>
</tr>
<tr>
<td>- Can you imagine examples of how such a system could be personalized?</td>
</tr>
<tr>
<td>- Would you like the system to detect the activity you are performing?</td>
</tr>
<tr>
<td>- How much time is acceptable for the system to get used to your preferences?</td>
</tr>
<tr>
<td><strong>Feedback and motivation</strong></td>
</tr>
<tr>
<td>- Would you like to receive feedback from the system?</td>
</tr>
<tr>
<td>- What kind of feedback would you like to receive?</td>
</tr>
<tr>
<td>Audio, visual, graphs and tables or vibrotactile?</td>
</tr>
<tr>
<td>- Would you like to be encouraged by the system to use your upper limb?</td>
</tr>
</tbody>
</table>

The focus group with DMD took place in the United Kingdom (UK), while the focus group with stroke survivors
took place in the Netherlands. Prior to the start of the study, written informed consent, and agreement for audio-recording of the focus group was obtained from all participants and if needed in case of DMD, their parents. The DMD focus group was conducted as part of a larger project run by the Action Duchenne DMD Advocacy group called “Taking Charge” which obtained consent for videoing and recording. No ethical approval was required for focus groups in this context. In the Netherlands, ethical clearance was obtained from the medical ethical committee Twente, Enschede, the Netherlands, in May 2015.

1) Stroke Focus Group

All topics were accompanied by examples (visual where possible) so that the participants could envisage the options more easily. Using an interactive presentation, those items were put up for discussion by asking the participants input via a variety of user interactions, such as voting and ranking, combined with plenary discussions between all participants about their thoughts, ideas, opinions, experiences and expectations.

2) DMD Focus Group

The format of the DMD focus group differed slightly from the stroke group, to accommodate expression of individual opinions in this group of younger participants. Following preliminary introductions and completion of a baseline questionnaire, an interactive presentation on the eNHANCE project was given. Once the presentation was completed, the end-users gathered together as a group to discuss the presented questions without the presence of the technical and medical experts. This was done to promote participation from young adults who may not voice opinions in the presence of adult experts. The group answers were then presented to the technical and medical attendees. Group ideas and suggestions were recorded by Dictaphone and video for later analysis.

C. User Requirement Identification

The qualitative data coming from audio-recordings and notes from the focus groups was elaborated. Transcripts were discussed between researchers and direct comments were subsequently grouped together. From this, common topics were identified to describe the user perspectives per predefined theme. Thereafter, user requirements were compiled according to preferences expressed by the majority of the participants in each focus group. Subsequently, user requirements were discussed between clinical experts for DMD and stroke separately, involving rehabilitation physicians, physiotherapists and clinical researchers. All requirements were independently prioritized by at least three clinical experts per target population using the MoSCoW method; Must have (M), Should have (S), Could have (C), Won’t have (W) [26]. The MoSCoW method is a technique used for prioritization of requirements with stakeholders to highlight the importance placed on each requirement. The final priority was based on most votes given for the corresponding user requirement.

III. RESULTS

In the result section, the findings from the questionnaire in stroke and the end-user requirements as derived from the focus groups in stroke and DMD are presented.

A. Findings from the Questionnaire in Stroke

Findings from the questionnaire in stroke from the People Activity and Context domains of the PACT framework are presented separately.

1) People Domain Findings from the Questionnaire

In total, seven stroke survivors filled out the questionnaire. Most of the questionnaire respondents were male, above the age of 60 and in the chronic phase after stroke (Table III). Main problems in functional use of the hand and arm were a lack of fine motor skills and control of the hand.

2) Activity Domain Findings from the Questionnaire

The majority of the respondents used their affected hand and arm at least sometimes. Dressing and undressing, biking and using the affected hand as supporting hand were the activities in which the most respondents used their affected hand and arm. With regard to activities in which they would like to use their affected arm; domestic chores, eating, drinking and cooking and dressing/grooming were reported most often. Personal hygiene, outdoor activities, mobility but also fine motor skill activities and hobbies were mentioned.

3) Context Domain Findings from the Questionnaire

Findings answering the questions of the ‘Context’ domain of the PACT framework are summarized in Figure 1. The majority of the respondents either agreed or strongly agreed that assistive technology should be easy to don and doff, wearable and light weight, and easy to store. All participants would be confident to use assistive technology independent at home. However, opinions about the amount of support needed from the caregiver and whether the device should be worn under the clothes or not were more diversified.

<table>
<thead>
<tr>
<th>Table Head</th>
<th>Table Column Head</th>
<th>Target population</th>
<th>% Male</th>
<th>Mean age (range)</th>
<th>% Wheelchair user?</th>
<th>Stroke: Onset since disease in years (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Questionnaire</td>
<td>Stroke (n=7)</td>
<td>71%</td>
<td>66 (45-78)</td>
<td>0%</td>
<td>3.4 (2.5-4.5)</td>
<td></td>
</tr>
<tr>
<td>Focus group</td>
<td>Stroke (n=3)</td>
<td>100%</td>
<td>70 (67-75)</td>
<td>0%</td>
<td>3.3 (2-4.5)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>DMD (n=6)</td>
<td>100%</td>
<td>15.2 (15-16)</td>
<td>100%</td>
<td>Not Applicable</td>
<td></td>
</tr>
</tbody>
</table>

TABLE III. PRIMARY END-USER CHARACTERISTICS
B. Focus Group Derived End-user Requirements Focused on Technological Aspects

Nine primary end-users (DMD boys and stroke survivors) and eleven secondary end-users (partners and parents) were included in the focus groups. Patient characteristics can be found in Table III.

In Table IV, a list of user requirements resulting from the translation of user expressions from end-users gathered during the focus groups can be found. In summary, both groups favoured assistance only as needed. The DMD group favoured subconscious control (e.g., eye-tracking, movement sensors, muscle activation) with an option to switch off the subconscious control. The stroke group was more divided with some favouring conscious (e.g., voice, joystick, button pressing) over subconscious control. Both groups wished for personalization of the system but differed with regard to individual characteristics, which should take into account mainly disease-specific aspects related to nature and severity of motor and/or cognitive limitations, as a basis for personalization.

IV. Discussion

Reduced function of the upper limbs in both people with DMD and stroke impacts their functional independence and quality of life [1]. Although the use of assistive technology is promising, user-centred design methods are needed to include end-users in the design process and to enable development of devices that better suit the needs of the users [15]. Findings from the questionnaire and the user requirements gained from focus groups in the two selected target populations, DMD and stroke, provided useful and specific information on the technological features of assistive technologies for the UL from an end-users’ perspective.

Remarkably, the themes and related topics identified by end-users as being essential requirements for the design of an intelligent UL supporting assistive technology were comparable between DMD and stroke participants. Despite these similarities, there were substantial differences between specific requirements between populations for each of those themes (see Table IV for examples) attributable to differences in the two populations (Table V). Unlike the DMD population, both men and women are affected by stroke, yet only men participated in the focus group. However based on findings of former focus groups including both women and men, no different outcomes are expected when women would have been included [15][27].

The functional benefit of a device must be balanced with its burden of use [7]. Minimization of the burden must result
from including end-users in the design of the device. In addition to the end-user requirements about technological aspects of assistive technology gained from this study, there are a number of other aspects that are important for the adoption of assistive technology. In line with the findings from the questionnaire performed in this study, assistive technologies need to be: easy to use, portable, safe, and easy to don and doff during daily activities such as eating/drinking, preparing food, personal hygiene, as well as supporting hand in stroke in order to gain more independence and perform desirable activities [11][12][15][17][18][20][22][27].

As stroke survivors prefer to use assistive technology at home, storage of assistive technology must be easy. In DMD, assistive technology must be able to be attached to the wheelchair and to be used during the entire day [19], whereas in stroke an assistive technology can preferably be used several times a day depending on the easiness with which the system can be put on by the patient.

In stroke, accessibility or knowledge about the device is also identified as important factor for the uptake of UL assistive technology [28]. In general, the results of the questionnaire of this study and previous research incorporating input from both primary and secondary end-users are consistent with the 17 design and engineering criteria as set up by Batavia et al. [29]. Those criteria are applicable in both stroke and DMD.

### TABLE V. PRIMARY DIFFERENCES BETWEEN TARGET POPULATIONS

<table>
<thead>
<tr>
<th>Stroke</th>
<th>DMD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Static</td>
<td>Progressive</td>
</tr>
<tr>
<td>Male and female</td>
<td>Male</td>
</tr>
<tr>
<td>Unilateral involvement</td>
<td>Bilateral involvement</td>
</tr>
<tr>
<td>Predominantly older adults</td>
<td>Difficulties begin in early teens</td>
</tr>
<tr>
<td>Increased muscle tone</td>
<td>Spasticity not involved</td>
</tr>
<tr>
<td>(spasticity)</td>
<td></td>
</tr>
<tr>
<td>Pain</td>
<td>Pain rarely present</td>
</tr>
<tr>
<td>Generally ambulant</td>
<td>Non-ambulant</td>
</tr>
</tbody>
</table>

Although previous research has identified a need for feedback, (mechanical) adjustment to patients and the ease of use, there has not been a specific focus on the technological aspects of assistive technology [11][12][22]. During the focus groups, almost every participant, both stroke and DMD, pointed out that it is important that their own existing power, movement and function must be enhanced, rather than replaced, by the system in order to be as independent as possible. Within both populations, highly individual aspects such as variety in disease severity, in addition to personal preferences and interests, needs to be taken into account during the personalization of interfaces. Furthermore, the differences between target populations as highlighted in Table V, resulted in different requirements.

Whereas stroke survivors stated they always want to regain more functionality, regardless of the severity, in DMD, the primary concern is to fight deterioration at every stage of the disease. Therefore, it is of great importance that a system can be personalized not only to the personal preferences and interests of the user, but also to disease-specific needs in the motor and cognitive domains [28].

With regard to detection of the movement intention of the user, our participants predominantly preferred subconscious control, with the possibility to switch to or combine it with conscious control. In DMD, eye-tracking was favoured by all the boys and their parents. Although subconscious was most preferred in stroke, there was difference between participants in the preferred option (e.g., movement sensors, eye-tracking, muscle activation).

In order to reduce or reverse functional decline in motor function, active engagement during movement and intensive use of the arm of hand are crucial [30]. Although stroke survivors do not feel the urge to receive direct feedback from an assistive technology, boys with DMD would like to receive feedback about both quality and quantity of their movements. However, concerns were raised by the DMD group that the system needed regular reassessment in order to compensate for the deteriorating nature of the disease and the avoidance of overuse and pain.

In order to improve, people with stroke would like to be motivated by the system. In stroke, people can usually use their unaffected arm and hand unobtrusively to perform complex movements [31], which demotivates them to use their affected hand. Awareness of their movements and (possible) non-use of the affected side during daily life activities is important to them.

All patients, family caregivers and healthcare professionals were positive regarding the potential of assistive technologies to facilitate self-management and independence. Although the present study highlighted many similarities in essential topics to be covered in the design of an intelligent UL supporting assistive technology between DMD and stroke, interpretation of some of the specific requirements involved was different due to the differences in the target populations. Although differences in focus of the user perspectives may also be due to slight differences in information collection and participants between both groups, this study provides valuable information about users’ views regarding technology aspects of an assistive technology, and relevant insights into the most population-specific topics. In this study, healthcare professionals were included in the prioritization of the user requirements afterwards, but they did not take part in the focus groups. Therefore, our findings as presented in this paper may be different if healthcare professionals were included earlier on in the process.

V. CONCLUSION AND FUTURE WORK

Actual use of a device can be related to the perceived usefulness and ease of use [32]. In order to improve the
chance of acceptance, specific attention needs to be paid to ease of use and usefulness as well as a high priority should be given to accessibility and personalization of both hardware and software aspects of assistive technology [27]. The user requirements from this study, focused on technical domains, can be used to complement the existing information on user perspectives identified as important barriers and facilitators for UL assistive technology. End-user input from this study has highlighted differences in end-user preferences and needs between and within populations, which have to be taken into account into the future design of an UL supporting assistive technology. Currently, the identified user requirements are being taken into account during the design of an intelligent, adaptive, unobtrusive UL supporting assistive technology within the eNHANCE project, aimed at assisting people with DMD or stroke in independently performing UL daily life activities.
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Abstract—Mental health is crucial to the overall well-being of individuals, societies, and countries. In addition, personality traits, emotional responses and behavioral states caused by acute stress have a significant influence on mental health. However, correlations among personality traits, emotional responses, and behavioral states were analyzed only by manual reports in psychology. This might cause a problem in that data might not be objective. Therefore, the main purpose of this paper is to examine whether and how personality traits are associated with emotional responses and behavioral states using physiological data from wearable devices. In experiments, 38 male and female university graduates and undergraduates volunteered as participants, and each of them first completed a Big Five Inventory (BFI) questionnaire and then made a presentation in class, to get personality traits, emotional responses, and behavioral states, respectively. In the presentation, three wearable devices were used for emotional response data collection, including an Emotive Insight detecting electroencephalogram (EEG) data, a Spire Stone collecting respiration data and a Huawei Fit Watch to get the heart rate value. In detail, six attributes of emotional responses: focus, interest, relaxation, engagement, stress and excitement, and 8 attributes of behavioral states: smile, clench, blink, surprise, furrow, wink, breath, and heart rate were used to analyze the personality traits. As a result, correlational analyses have indicated associations among the personality traits, emotional responses, and behavioral states.

Keywords—wearable sensors; personality traits; emotional responses; behavioral states; correlation.

I. INTRODUCTION

Mental health is crucial to the overall wellbeing of individuals, societies, and countries [1]. Body sensors can be applied to better monitor individual’s psychological conditions. In addition, personality traits, which can be defined as habitual patterns of behavior and thought, have a significant influence on mental health. Correlation analysis between mental health and personality traits, using physical data from wearable sensors, is an interdisciplinary field spanning computer science and psychology.

In psychology, Penley and Joe [2] have proposed that there are strong associations among the personality traits, emotional responses and behavioral states. Unfortunately, their study was conducted only by analyzing the answers to specific questions, and thus might not be so objective.

In computer science, several studies have found that personality traits are related to many factors, such as text, nonverbal communication, social network, and physical behaviors. For example, in context detection, IBM has provided Personality Insights [3], a service that uses linguistic analytics to infer individuals’ intrinsic personality traits, such as the Big Five model [4]. In addition, Gundogdu et al. [5] proposed that personality traits are related to social relationships by analyzing face-to-face interactions. What’s more, personality traits are associated with physical activity, speech activity, and face-to-face time, was studied based on wearable sensors [6]. Besides these, with the development of sensors, such as EEG and Electrocardiogram (ECG), computing emotions become possible. More recently, ASCERTAIN [7] recognized personality traits by emotions using data collected by commercial sensors, like EEG, ECG, and Galvanic Skin Response (GSR), while participants were watching some affective movie clips. However, this work did not take a person’s behaviors, such as smile and wink, into consideration.

Hence, this research aims to find out correlations among the personality traits, emotional responses and behavioral states using physiological data from wearable sensors. To the best of our knowledge, it is the first work to analyze associations among the three aspects of personality traits, emotional responses and behavioral states using wearable sensor data. A modified personalized mental health framework has been proposed to better monitor individuals’ mental health, which has taken the personality traits into consideration.

The rest of this paper is organized as follows. Section II describes the personalized mental health framework. Section III explains data collection experimental details, which includes descriptions of participants, measurements of personality traits, and three wearable devices used for getting emotional responses and behavioral states. Section IV goes into correlational analyses among the personality traits, the emotional responses, and the behavioral states. The important findings of this study and necessary future work are depicted in the last section.
II. PERSONALIZED MENTAL HEALTH FRAMEWORK

For better monitoring individuals’ psychological conditions, a personalized mental health management framework was designed based on [8], shown in Fig. 1. In this personalized mental health framework, four layers are designed to transfer raw sensor data to mental health statements. In the first layer, raw data are collected from virtual or real sensors, for example, web browsing histories and accelerometers embedded in mobile phones. Then, the second layer aims to detect physiological symptoms, like the mood [9] and the behavior [8], based on these raw data. In the third layer, detailed factors are illustrated, which can be reported to professional doctors. Also, these data can be used to automatically detect psychological statements. On the other hand, this layer can be considered as a personal health log management layer. Finally, according to these factors, a mental health statement can be diagnosed by doctors or a mental health system. The key point of this framework is that personality traits were taken into consideration, which have an obvious influence on mental health. For example, an individual might get a stress notification sent by the traditional mental health system, because of a person’s few number of activities. But, in case of an indoors loving person, with low openness value, maybe they enjoy time at home without many activities. In this situation, the traditional system will make a mistake because it did not take into account the personality traits. It is apparent that personality traits have associations with each layer, and this idea is assumed in this paper. Whether and how personality traits influence each layer is still ongoing study, not only in psychology but also in computer science. So, in this paper, we address these problems.

III. DATA COLLECTION

This section mainly explains data collection experimental details. It can be divided into four parts, participants to this study, an approach of measuring personality traits, three wearable devices, and attributes of emotional responses and behavioral states.

A. Participants

This research is composed of 38 university undergraduates and graduates. Each of them first completed a Big Five Inventory (BFI) questionnaire, and then took a presentation in class. When they were presenting, three wearable devices were equipped to record emotional responses and behavioral states.

B. The Measure of Personality Traits

The Big Five Model describes five personality traits: Openness (O), Conscientiousness (C), Extroversion (E), Agreeableness (A) and Neuroticism (N). In detail, personality traits are measured with a 44-item version of BFI questionnaire [10] and the range of O is [10, 50], C is [9, 45], E is [9, 45], A is [9, 45], and N is [8, 40].

C. Wearable Devices

Three devices are applied into this study. They are Emotive Insight, Spire Stone, and Huawei Fit watch.

1) Emotive Insight

Emotive Insight is a 5-channel mobile EEG headset that records a user’s brainwaves and translates them into meaningful data. Six attributes of emotional responses, including focus, interest, relaxation, engagement, stress, and excitement, were recorded in real time. Each emotion contains 4 metrics: Min, Max, Raw and RawNorm values. In detail, Min, Max and Raw value are for scientific research and might be negative. RawNorm is scaled value deduced from the Raw, Min, and Max value to be bounded between 0 and 1. Besides emotional responses, this device also can recognize six attributes of behavioral states: smile, clench, blink, surprise, furrow and wink (left and right).
Spire Stone

Spire stone is a piece of equipment which supports continuous respiration sensing and real-time interventions. Respiration data can be considered as the seventh attribute of behavioral states.

3) Huawei Fit Watch

Although Huawei Fit is a smart piece of equipment, which can track sports activity, including sleep monitor, heart rate, and notification display, it is hard for developers to get real-time data. Thus, in this study, this device supports little. But for further study, the mobility of this device might give a hand. So, only heart rate can be considered as the eighth attributes of behavioral states.

D. Emotional Responses and Behavioral States

Due to associations among personality traits, emotional responses and behavioral states have a significant influence on mental health, it is very important to create a stressful scenario since it is strongly related with data quality. Therefore, a scenario of presentation in class was applied to this study according to [2].

Because of class time limitation, three classes of presentation were recorded respectively, and each class had 13, 13, and 12 student presentations, respectively. Each presentation was about 8 minutes and was composed of 5 minutes personal speech and 3 minutes of questions & answers. Besides personality traits, all emotional responses and behavioral states data were collected by wearable sensors.

Descriptions of six attributes of emotional responses are as follows.

- Interest measures on how much a person likes or dislikes something.
- Excitement captures the level of emotional arousal.
- Engagement measures how immersed a person is in what they are doing or experiencing.
- Focus is an ability to concentrate on one task and ignore distractions.
- Stress measures how comfortable a person is with the current challenge they are facing.
- Relaxation is an ability to switch off and reach a calm mental state.

As summarized, there are eight attributes of behavioral states that will be analyzed with personality traits.

- Smile: The possibility of smiling, ranged in [0, 1].
- Clench: The possibility of clench, ranged in [0, 1].
- Blink: The possibility of blink, ranged in [0, 1].
- Surprise: The possibility of surprised, ranged in [0, 1].
- Furrow: The possibility of a furrow, ranged in [0, 1].
- Wink left and wink right: Detecting wink activity, and the range is [0, 1].
- Breath: Number of breaths per minute, ranged in [10, 40], detected by Spire.
- Heart rate: Ranged in [30, 200], detected by Huawei Fit watch.

After data preprocessing, 90837 rows of data are extracted from raw and real-time data. On average, each participant contains 2390 rows of data, collected by Emotive Insight. Breath data are collected from the Spire server and heart rate data are got from Apple Health Kit.

IV. CORRELATIONAL ANALYSES

The Pearson Correlation Coefficient (PCC), which measures the linear relationship between two variables X and Y, is applied into this study [11]. Pearson correlation coefficient, noted as r, varies between -1 and +1 with 0 implying no correlation. Positive correlations imply that as x increases, so does y. Negative correlations imply that as x increases, y decreases. Equation (1) shows, n is the sample size, \( x_i \) and \( y_i \) are the single samples indexed with i and \( \bar{x} \), \( \bar{y} \) are the mean value of x and y.

\[
r = \frac{\sum_{i=1}^{n}(x_i - \bar{x})(y_i - \bar{y})}{\sqrt{\sum_{i=1}^{n}(x_i - \bar{x})^2}\sqrt{\sum_{i=1}^{n}(y_i - \bar{y})^2}}.
\]

To test the null hypothesis that the true correlation coefficients equal to 0, based on the value of the sample correlation coefficient r, permutation tests provide a direct approach to performing hypothesis tests and constructing confidence intervals. Here, p-value is desired to test the null hypothesis and it is the proportion of the r values generated in permutation test that are larger than the PCC that was calculated from the original data. In detail, \( p < 0.01 \) implies strong evidences to reject null hypothesis, \( 0.01 < p < 0.05 \) implies evidences to reject null hypothesis, \( 0.05 < p < 0.1 \) implies some weak evidences to reject null hypothesis, and \( p > 0.1 \) means no evidence to reject null hypothesis. Here, null hypothesis is that there is no correlation between two parameters X and Y.

Thus, 38 students’ personality trait values are shown in Fig. 2. Each person has 5 dimensions: Openness Conscientiousness, Extraversion, Agreeableness, and Neuroticism. In correlational analyses, mean values of emotional responses and heart rate, sum values of smile, clench, blink, surprise, furrow, wink left and right, and breath were analyzed with personality traits. Table I presents meaningful Pearson correlation coefficients between each dimension of Big Five and the mean values of six attributes emotional responses.
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Figure 2. Personality values of participants.
TABLE I. CORRELATIONS BETWEEN THE BIG FIVE AND EMOTIONAL RESPONSES

<table>
<thead>
<tr>
<th>Emotional Responses</th>
<th>Big Five Dimensions</th>
<th>O</th>
<th>C</th>
<th>E</th>
<th>A</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>EngagementRaw</td>
<td></td>
<td>0.07</td>
<td>-0.04</td>
<td>0.08</td>
<td>0.20</td>
<td>0.43**</td>
</tr>
<tr>
<td>FocusRaw</td>
<td></td>
<td>0.13</td>
<td>-0.03</td>
<td>-0.04</td>
<td>0.07</td>
<td>0.49*</td>
</tr>
<tr>
<td>InterestMax</td>
<td></td>
<td>-0.09</td>
<td>0.37*</td>
<td>-0.07</td>
<td>-0.49**</td>
<td>-0.56**</td>
</tr>
<tr>
<td>InterestMin</td>
<td></td>
<td>0.13</td>
<td>-0.37*</td>
<td>0.02</td>
<td>0.42**</td>
<td>0.56**</td>
</tr>
<tr>
<td>InterestRaw</td>
<td></td>
<td>-0.13</td>
<td>0.34*</td>
<td>-0.02</td>
<td>-0.24</td>
<td>-0.25</td>
</tr>
<tr>
<td>ShortTermExcitementRaw</td>
<td></td>
<td>0.13</td>
<td>-0.03</td>
<td>-0.04</td>
<td>0.07</td>
<td>0.49*</td>
</tr>
<tr>
<td>StressMin</td>
<td></td>
<td>-0.29</td>
<td>0.17</td>
<td>0.04</td>
<td>-0.02</td>
<td>-0.32*</td>
</tr>
</tbody>
</table>

Note. *p<0.05, **p<0.01

Table II presents meaningful PCC between each dimension of Big Five and the sum value of smile, clench, blink, surprise, frown, wink left and right, breath and heart rate. Some meaningful results will be shown as follows:

- Openness (O): Openness was positively associated with wink.
- Conscientiousness (C): Conscientiousness is most associated with interest. In addition, the smaller sum value of smile and wink, the more conscientious.
- Extraversion (E): Extraversion has little influence on emotional responses and behaviors.
- Agreeableness (A): The smaller range of interest value, the more agreeable. Besides, agreeableness is most relevant to behaviors. The greater sum value of blink, wink, and breath, the more agreeable. In addition, agreeableness is negatively relevant with clench and heart rate.
- Neuroticism (N): N is most relevant to emotional responses. The easier engaged, focused, interested, and excited, the more neurotic. In addition, neuroticism was negatively correlated with stress. For behaviors, the more blink and greater heart rate, the more neurotic.

TABLE II. CORRELATIONS BETWEEN THE BIG FIVE AND BEHAVIORS

<table>
<thead>
<tr>
<th>Behavioral States</th>
<th>Big Five Dimensions</th>
<th>O</th>
<th>C</th>
<th>E</th>
<th>A</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smile</td>
<td></td>
<td>0.23</td>
<td>-0.34*</td>
<td>0.15</td>
<td>-0.06</td>
<td>-0.0</td>
</tr>
<tr>
<td>Clench</td>
<td></td>
<td>-0.10</td>
<td>-0.12</td>
<td>-0.05</td>
<td>-0.34*</td>
<td>-0.24</td>
</tr>
<tr>
<td>Blink</td>
<td></td>
<td>0.10</td>
<td>-0.29</td>
<td>0.22</td>
<td>0.34*</td>
<td>0.40*</td>
</tr>
<tr>
<td>Wink Left</td>
<td></td>
<td>0.35*</td>
<td>-0.36*</td>
<td>0.25</td>
<td>0.37*</td>
<td>0.27</td>
</tr>
<tr>
<td>Wink Right</td>
<td></td>
<td>0.07</td>
<td>-0.23</td>
<td>-0.08</td>
<td>0.33*</td>
<td>0.29</td>
</tr>
<tr>
<td>Breath</td>
<td></td>
<td>-0.21</td>
<td>0.26</td>
<td>0.29</td>
<td>0.60*</td>
<td>0.08</td>
</tr>
<tr>
<td>Heart Rate</td>
<td></td>
<td>-0.10</td>
<td>-0.08</td>
<td>0.11</td>
<td>-0.53*</td>
<td>0.49*</td>
</tr>
</tbody>
</table>

Note. *p<0.05, **p<0.01

V. CONCLUSIONS AND FUTURE WORK

To summarize, our correlational analyses in this study revealed two main points. The first one is that Neuroticism (N) is most related to emotional responses and this conclusion is also supported by previous psychological researches. Secondly, agreeableness is most related to behaviors. But there are still some problems in this work, such as unstable connection of the Emotive Insight. In detail, sometimes participant’s movement or hair might not guarantee a high quality of connection. Based on these two conclusions, further work is needed on how personality traits are associated with emotional responses and behavioral states.
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Abstract—This is a conceptual article where we seek to combine the concepts of information systems frameworks and newer co-creation literature as a means to devise a model for servitization and digitalization. Servitization and digitalization are two megatrends that affect healthcare and public services along with other sectors in general. A new model is needed to prescribe how governance in an increasingly changing world of modern healthcare could be undertaken in a successful manner. The concept of good worklife ergonomics is studied, both as a prerequisite and as a success factor. This article proposes that the moderating, risk mitigating, factor of broadly based employee involvement in all phases from planning and design to implementation will greatly improve quality in both innovation-process, and outcomes. A case-study from a public homecare living lab eHealth-project in Norway is visited to highlight some of the challenges ahead. Our discussion and conclusion end up devising the proposed model, and further research into how this model can be implemented is recommended.
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I. INTRODUCTION

The purpose of this article is to develop a conceptual process-model for co-creation in eHealth innovation, that also supports a good worklife ergonomics for employees. The article is a result of a cross-disciplinary collaboration, between one medical doctor, specializing in health and work environment, and two doctors of philosophy in social science, with management information systems as specialty.

In many industrial countries, people live longer, but habitually with chronic diseases, due to better living standards and medical treatment advances. These changing population demographics mean there is an increasing demand for healthcare services [1]. eHealth technologies accompanied by changes in healthcare delivery processes and services, offer possibilities for a lower cost healthcare system, needed to meet future increases in demand for services. These changes can be referred to as servitization transformation [2] and put an emphasis on the interaction with customers that requires providers to offer customized and total solutions [2]. Digitalization capabilities support such servitization through employees’ involvement and codetermination of what should count as key performance indicators. Digitalization is “the use of digital technologies to change a business model and provide new revenue and value-producing opportunities; it is the process of moving to a digital business” [3].

But, such change-projects often meet unforeseen barriers. Objections may be raised by the various professional groups themselves. Poor rooted changes risks leading to inferior solutions over time, which may work against their purpose. In Norway, primary care and homecare is a concern for the public sector; municipalities. Generally, new technologies and working methods, as well as new service providers, will have to absorb all the “tacit knowledge” inherent in the public organization to add new values to the services in an efficient manner. If employees are involved, they may be more inclined to become a driving force in the pursuit of a servitization strategy, that relies on developing digitalization capabilities, because the process of defining performance criteria promotes organizational learning [4].

In Norway, primary healthcare and homecare is the concern of the municipalities. Local government-initiated eHealth pilot-projects are often unconnected experiments. A shared and common process management methodology for both development and implementation phases, that incorporates employee involvement and collaboration, will arguably be a useful tool for public sector change leaders who want to introduce new technologies and working methods, or invite new service providers that relieve or complete the overall welfare offer to citizens. We will term this as Co-creation governance (‘Co-creation’ as a term is disseminated further in Section IV). Such a tool will be useful in the complex task of maintaining quality for both service recipients and service providing personnel – employees in the healthcare system. Lenka et al. [2] has recently proposed a model for co-creation between a product or service vendor and end-consumers. But, in eHealth innovation in the Norwegian context, system vendors, and health care providers are most often separate entities, so the health care provider generally add value through the combination of human services and the application of technology, not technology alone. Seen from the point of view of the health care provider, the research and development challenge can be put as:
- How employees’ involvement is ensured in eHealth co-creation governance?
- How this involvement contributes to ensuring performance quality on all levels of responsibility?

A potential solution to this challenge is the development of a shared digital capability to continually improve service quality. When in place, this capability will ensure that internal and external service producers act through a continuous quality improvement cycle from plan, check, act, and correct that improves service quality over time. This understanding of digital capabilities is in line with Lenka et al.’s model. But this article argues that this capability must be developed along two dimensions of co-creation or collaborative innovation:
- Horizontally along the chain of value co-creation, from ICT-vendor, through service-provider to home care service users, but also
- Vertically along a line of innovation-process governance, from front-stage service-personnel employees to top-management.

These capabilities must subsequently be built "bottom up" with the involvement and participation of all relevant municipal employees, ensuring that new and increasingly more technology enabled work processes still remain employee friendly, and thus improve the quality of worklife of employees as well as patients’ quality of life [5]. This article will also show how Lenka et al.’s aspects of digitilization, servitization and co-creation are linked to our highlighted aspects of (worklife) ergonomics, Business Performance Management, and (Information System) governance.

Ergonomics is an applied science concerned with designing and arranging things people use so that the people and things interact most efficiently [6]. Ergonomics is the science of designing the workplace, keeping in mind the capabilities and limitations of the worker and in such way, fulfil the goals of occupational health and safety, and productivity of employees [7]. The implementation of new digital services in healthcare involves several new work tasks, and thus represents new work processes and potential risk factors at the workplace. Knowledge of this should be addressed to prevent potential negative health effects among employees. This article proposes the term worklife ergonomics as a holistic term that encompasses the system of service production that spans over workplaces and involved employees. As such, worklife ergonomics as a concept considers the whole information system with people, processes and technology. Employee engagement and involvement brings a new and needed perspective into co-creation servitization, and digitalization.

Effective Business Performance Management, and (Information System) governance are important factors in achieving successful innovation, and the authors will show that such management tools need to be activated in parallel with the system- and service development processes.

Employee involvement in the creation and execution of such management tools will serve to ensure the goals are met, and risks for failure are mitigated.

The rest of this article is structured as follows: In Section II, the authors shortly renders the methods used; literature search, and a comparison of the findings from this, with a research project performed in a Living Lab context. In Section III, the results from the literature search is presented; ergonomics in organizational change in general (A), and in the context of eHealth (B). In Subsection C, the result of the comparisons with application of concepts the case study is presented. In Section IV, using the Lenka et al. model as a guide, we propose a model for governance that incorporates principles for good worklife ergonomics in eHealth. In Section V, we conclude that the proposed model may contribute to meeting the research challenges proposed in this introduction and also devise avenues for further research.

II. METHOD

To devise a conceptual model of worklife ergonomics, we conducted a literature review to explore how ergonomics are used in relation to the concepts of eHealth, digitalization and co-creation. The authors were looking for principles in the literature that could guide us conceptually in designing a system that would encompass good worklife ergonomics.

A literature review was performed in October 2017. Using Google scholar, the literature was searched for articles containing the criteria (search string); ergonomics AND digitalization AND servitization AND health AND employees. By using such Boolean-logic operators; ‘AND’, the authors ensured that the findings where narrowed to only articles including all the key-terms, thus covering the desired context. This search and screening, resulted in three articles that provided concepts with substantially new insight (the rest of the articles screened, only briefly touched the key criteria).

The identified concepts from literature (see III, Results, Section A and B), were compared with findings from discussions from awareness-workshops in an eHealth Living Lab action research project in a municipality in Norway (see III, Results, Section C). In this project, the research team (including the authors of this article) held six awareness workshops together with representatives from the municipality (a joint project manager, ICT manager, management and employee representatives from municipal homecare and nursing services). The workshops focused on these topics:

- Stakeholder analysis
- Service design and ‘design thinking’ methods
- ICT-business as innovation partners (ref. co-creation with ICT-system vendors)
- Capabilities and organizational learning
- Enterprise performance management, and
- Scaling up innovations from a Living lab.
Two of the authors also visited design workshops where front-line personnel employees in home nursing, together with municipal healthcare-department managers and eHealth researchers, discussed issues and requirements related to specific service innovation, the use of digital night surveillance for patients in need of this, staying at home, with use of cameras with video conferencing functionalities.

III. RESULTS

The results are presented in relation to the key terms of the literature search. The identified articles offered design principles that can govern good worklife ergonomics in eHealth co-creation processes.

A. Ergonomics in co-creation – the role of employees

Neubauer and Stary [8] describe ergonomics as acknowledging the role of employees in innovation as leading to both improvements and financial benefits, through human-centred design.

Human-centred design for interactive systems promotes the following key principles [8]:

- The design is based upon an explicit understanding of users, tasks and environments
- Users are involved throughout design and development
- The design is driven and refined by user-centred evaluation
- The process is iterative
- The design addresses the whole user experience
- The design team includes multidisciplinary skills and perspectives.

Of advocation policies that could improve on this, Lopez-Gomez et al [9] suggest:

- Promoting the access to highly qualified personnel to develop new concepts and service innovations in-house
- Developing training methods for personnel to be able to adapt innovations acquired from external sources
- Need to adapt curricula in education and training schemes to the demands of service economy
- Recognizing informal learning so as to increase the attractiveness of continuous training for employees
- Promoting modern innovation management approaches that better support creativity and autonomy of service workers [9]

B. Operationalizing these principles in eHealth

While the forgone citations are from industrial contexts, Beaumont et al [1] focus on service-design in eHealth, and propose that socio-technical, human-centred design approaches are better alternatives to techno-centric design.

The article promotes joint innovation tools like service blueprints [10][11] and stakeholder analysis [5] in the form of Systems Scenario Tool (SST) [12]. SST combines stakeholder, and system gap-analysis.

The key points in the article are [1]:

- Telehealth equipment and services offer opportunities for bridging the future gap between available health resources and demand created by an increase in life expectancy.
- Current use of telehealth is limited by inadequate business models and service designs that fail to generate successful partnerships and value for customers and suppliers.
- Traditionally, healthcare providers have taken a techno-centric approach to the implementation of new technologies, which often results in unforeseen barriers to success.
- Design and implementation of new services can benefit from a socio-technical approach, which gives equal consideration to both social and technical aspects of a complex system.
- Co-creation of value requires new tools, such as the System Scenarios Tool, which provides stakeholders with a holistic framework to help model the implications of service offering and business model choices.

C. Design principles applied on a Living Lab project

Comparing these organizational design principles with experiences from the Living Lab project workshops, methods such as stakeholder analysis [5], and service blueprints (op. cit.), as devised in Beaumont et al, found in the literature review [1], proved to be useful in helping to design new services. To the known service blueprint template for process notation (swim lane diagram) we found it useful to add a band for step purpose and key performance indicators, see Fig. 1. In addition to showing the process following a timeline or sequence (steps), the process diagram shows activities at different levels of the information system. The levels include both those parts that are visible to the end-user and the processes back stage, below the “line of visibility” [11]. Adding the purpose of each step purpose makes it possible to extract user stories to form a system requirement documentation for hand-over to Information Technology Infrastructure Library methods (ITIL) [13]-[15] or agile system development [16], and refined further to precise technical architectures and instructions to ICT-system engineers. At the same time, adding key performance indicators can be a starting point for defining inputs to a joint enterprise process and performance management system.
By adding the iteration of a workshop with all involved front-stage and back-stage personnel-employees, like in the Living lab-case (see Section II; Method), more aspects of a proposed innovation can be explored, before expensive investments and changes are made. Although our process modelling exercise showed the proposed camera-surveillance case to be technically feasible and may give potential benefits to homecare patients, it also showed that such an innovation also has major implications for the worklife for e.g., home nurses, as well as legal and privacy-issues in general, that needs to be examined and discussed further. The status, as this article is being written, is that the camera-surveillance case has been postponed, while other innovation-paths are explored; e.g., a new contact-centre and alarm-reception central.

IV. PROPOSITION

This article proposes that enterprises that want to succeed with eHealth innovation and co-creation over time, need to secure the involvement of their frontline personnel, because they are key to establishing a Business Performance Measurement system. There are numerous definitions of what a Business Performance Measurement system contains. In a literature review, Franco-Santos et al. [17] identified these main features [17]:

1. Performance measures
2. Objectives/goals
3. Supporting infrastructures (including data acquisition and analysis)
4. Targets (gauges – does the enterprise meet its targets)
5. Causal models (what are drivers for successful performance)
6. Hierarchy/cascade (organization, delegation of concern)
7. Performance contract (negotiated contractual relationships with stakeholders)
8. Rewards (incentives)

Co-creation is a relatively new term. It has become part of the slogan and strategy of many universities. But what does it mean in practice and where does the term come from? A recent review by Galvagno and Dalli [18] traces the term back to three theoretical perspectives including service science, innovation and technology management, and marketing and consumer research. The literature on co-creation operates on two levels of analyses: company centred vs. customer experience centred. Apparent themes in the literature include co-creating value through customer experience and competence, service innovation, including digital customer involvement. Today, service science and marketing play a major role in the literature and refer to the involvement of customers in the supplier's product- and service development. In information systems research and management research, the term co-creation has been used by, among others, Grönroos and Voima [19], and Lenka et al. [2].

Lenka et al. have provided a model that will explain the connection between "megatrends" in industry and working life; digital development and change ("digitalization") and development of a service culture in production-oriented environments ("servitization") through co-creation processes. As authors, we agree with Lenka et al., that an important prerequisite for success is the development of digitalization capabilities in service-based organizations. These digitalization capabilities in turn, will govern the "Value Co-creation" mechanisms; consisting of two main mechanisms; one linked to needs analysis (perceptive mechanisms) and one linked to design and construction cycles (responsive mechanisms). Between these two (from observation to design and construction), knowledge about measurement

![Service Blueprint diagram template, with "lanes" for purpose and performance indicators added](#)
points is transferred to goals and values that form the basis for implementation of the service (in design and construction). Both mechanisms must be repeated for each overlapping link in the value chain.

Moreover, we propose that the change work done in these overlapping links in the value chain can be expressed (including the core, the actual digitalization capability) as Deming Cycles (Plan-Do-Study-Act), see Fig. 2.

Iterative development-cycles like this allow the time for involvement of both external and internal stakeholder groups, and should include discussing goals and measurements. The saying “You can’t manage what you don’t measure”, referring to our sub-title, is attributed to both W. Edwards Deming and Peter Drucker.

Focus in achieving worklife ergonomics will be the relationship between the observational input and response outputs from the service co-creation and system co-creation cycles as a prerequisite for successful eHealth co-creation governance. Lenka et al. states, that value is added at each part of the chain, as new actors bring in new experiences, see new opportunities and add new value to the service. This includes the service consumers themselves, and their next-of-kin. The measurement system will be a trigger for new innovations, while being a missed "GPS" guidance system, to find the way [20]. Such a system will also act to spur organizational learning, providing incentives that motivate and intensify innovation [20].

To stay relevant, since the frames, and context, of the eHealth area is rapidly changing, we believe that the overall quality system (Process and performance management system) itself must be agile and subject to at least annual evaluation (a slower Deming cycle), while the services that the system controls, go through its many and fast Deming cycles. Together, these form a proposed conceptual process-model for co-creation in eHealth innovation, that also supports good worklife ergonomics. The concept is illustrated in Fig. 3.
When it comes to the Plan-Do-Study-Act cycles in the value-chain (system co-creation, service co-creation) – different process modelling tools, like swim lane diagrams, can be used to visualize, convey, and discuss the consumer journey with stakeholders, using e.g., “Service Blueprint” or similar [10]-[21].

All in all, the goal is that the entire ecosystem is set in a state of continuous improvement and value innovation, and that a shared and improved service culture in the municipalities and their partners, (servitization), develops through digital transformation. This secures the ability to go back and start again, if necessary.

V. CONCLUSION AND FUTURE WORK

This article has shown that for the purpose of establishing a Living Lab concept, and achieving digitalization and servitization throughout the organization, the following elements are necessary; digital governance capabilities, process and performance management methods and systems that align new technologies with high quality work processes (worklife ergonomics), and appropriate tools to visualize and communicate processes and services with end-users, as well as different professional employee groups involved, front stage and back stage. By involving employees though iterative project-cycles and achieving a general consensus on what goals and measures should count, the necessary sorting and maturing of ideas is achieved, so that failed changes can be avoided before too great investments are made and lost.

Other factors that are necessary are processes that align local service strategies with central government legal and technical frames (compliance). In Norway, much of this is still in the making, and health information systems are generally not interoperable, but a joint information infrastructure is under development in mid-Norway (a joint health information platform and the “One resident – One joint health journal” project), and is expected to go national in 2022 [22]. More research is needed on how these different eco-systems (central, local) can be efficiently combined.

More research is needed into innovative means of capturing both qualitative and quantitative data about end-users or patients’ using “Big data”; combining e.g., social media and transaction data from the service systems. More action, design and evaluation research are also needed for devising how the proposed model (Fig. 3) can be implemented and operationalized in a manner that ensures both employee and end-user involvement and commitment for achieving a high quality, lower cost health care system, while maintaining a high quality of worklife.

REFERENCES


Abstract—The Croatian Agency for Medicinal Products and Medical Devices is in the middle of implementation of project "OPeN." With its completion, the Agency will automate capturing of pharmacovigilance data from various clinical Information Technology (IT) systems and enable data syndication in the Croatian National Adverse Reactions database. The mechanism can consequently help healthcare professionals to avoid repeated input of data and save their time; this way, it will enhance medical practice and improve the public health system in Croatia.
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I. INTRODUCTION

The Agency for Medicinal Products and Medical Devices (HALMED) [1] is the National Competent Authority (NCA) in charge of the regulation of medicinal products and medical devices in Croatia. Its post-approval activities include monitoring of pharmacovigilance. “Pharmacovigilance is the science and activities relating to the detection, assessment, understanding and prevention of adverse effects or any other medicine-related problem.” [2] An Adverse Drug Reaction (ADR) is a noxious and unintended drug effect [3]. HALMED is responsible for the maintenance of the national ADR database.

Pharmacovigilance (PhV) is principally a data-driven discipline. The database contains all ADRs received from various sources in Croatia. There were many advances in the last decade related to pharmacovigilance in general and ADR reporting in a particular degree.

Although spontaneous reporting is a “valuable resource for detecting actual drug-drug interactions” [4], the global PhV community has recognised the problem of underreporting [5]. That led to regulating actions, as reported in European Medicines Agency’s publications [6]–[8], as well as international guidance [9], further prescribed by international specifications [10] [11]. It also led to the use of technological innovations like data mining [12] [13] or other IT techniques, and finally to conducting standardisation efforts in the field [14]–[16]. One way to mitigate the problem of underreporting is to get, or to mine, large quantities of data [17]. Another and additional way to do it is to add relevant [18] input from health professionals into the reporting process and to increase the quality of data.

To enhance its pharmacovigilance capacities, HALMED participated in international pharmacovigilance IT projects—"Strengthening Collaboration for Operating Pharmacovigilance in Europe Joint Action" (SCOPE) and "WEB-Recognising Adverse Drug Reactions" (WEB-RADR). The SCOPE project, a joint action at European Union (EU) level, focused on the development of reporting mechanisms for ADRs [19]. It resulted in several IT-related recommendations related to facilitation of data collection/syndication and processing in various systems. Croatia, Netherlands, and United Kingdom developed mobile apps for reporting ADRs under WEB-RADR in 2015 and 2016 [20].

HALMED gained experience through these international projects and initiated a new project called “OPeN.” [24] OPeN conformed entirely to the third suggestion of Work Package 4 of project SCOPE, namely its recommendation to NCAs to “integrate suspected ADR reporting into clinical IT systems” [21].

The goal of the OPeN project was to increase both the number and the quality of ADR reports and to facilitate the communication between Health Care Professionals (HCPs) and NCAs via connected clinical IT systems and national ADR databases.

This paper describes the development of HALMED’s OPeN system. In Section II, we describe risks related to the OPeN project, as well as project phases and methods of system development. In the same section, we describe modules of the system and its use. In Section III, we discuss why and how certain pharmacovigilance mechanisms were included in efforts taken by HALMED during the past decade, as well as in the OPeN project itself. We explain the advantages of direct reporting and the gist behind HALMED’s project. We also outline examples of equivalent European projects, selected for study because they use mechanisms of direct ADR reporting from clinical systems. Despite the fact that they were examined before the development of HALMED’s own system, we would nevertheless like to highlight some features like integration or communication with other systems, as well as coding and data mapping abilities. In Section IV, we show expected benefits of the OPeN project for Croatian public health system. Finally, Section V announces future work on the project, adding a goal to further facilitate the Croatian health sector.
II. METHODS OF THE DEVELOPMENT

A. Project risks, phases, and the development

Establishing a system as complex as OPeN involves many different institutions and stakeholders (The Ministry of Health of the Republic of Croatia, The Croatian Health Insurance Fund, The Croatian National Institute of Public Health, and providers of IT solutions and services in the healthcare domain). The most significant risk in this entire process is ensuring the necessary funding, as well as coordinating activities of various stakeholders, on time. Within the extent of the OPeN project, it was planned to connect OPeN with the Central Health Information System of the Republic of Croatia (CEZIH) [22], as well as with different hospital IT systems. However, this was not yet accomplished, and HALMED’s staff is actively working to achieve it. A possible risk related to this integration attempt could be the circumstance that the operation of CEZIH is not within the remits of HALMED (the responsibility lies with The Croatian Health Insurance Fund). Another risk is related to the fact that there are 64 hospitals in Croatia: they have various levels of computerisation and use various IT solutions. HALMED has developed the OPeN system to the extent that it is functionally ready; however, other Croatian main stakeholders need to incorporate it into the national healthcare ecosystem. The ideal path would be to enforce providers to incorporate ADR reporting elements into their clinical software products, but a variety of approaches are applicable for solving communication issues between the systems.

The whole software development consists of central modules development, establishing the connection of the system to its environment, and specific modules development (see Figure 1). At the moment, HALMED has finished the first phase of system’s development and the project is entering the second phase. The first phase dealt with the facilitation of HALMED’s internal ADR processing and the development of Web reporting form and smart PDF form. The result of the first phase is a functional Web ADR reporting form and completed OPeN ingest functionality. The interface of the OPeN system is user-friendly and designed to both simplify and decrease the time required for the data entry. During the reporting, HCPs can select values in fields from various lists of medicinal products, institutions, units, and measurements. Users can also choose one of the existing templates for new reports.

Figure 1. OPeN’s system development phases.

B. The OPeN system modules, functionalities and use

HALMED has developed OPeN as a Web-based application that consists of a database, a Web interface, and Web services for integration with other IT systems (external clinical IT systems and other IT systems in HALMED). OPeN has been based on the Windows technology and developed in .NET Framework, while the data is stored in the Microsoft Structured Query Language server database (MS SQL). Firewall and Secure Sockets Layer (SSL) protocol protect the entire system. Access and data protection are established through the domain admin policies for internal users (Windows Active Directory) and the ones for external users. Backup procedures are performed regularly. HALMED’s goal with this project was to automate reporting of adverse drug reactions by the HCPs directly via IT systems they use at their workplace. The scenario is the following: HCP submits reports and transfers them to HALMED, where the staff in charge of this task can process them (see Figure 2).

Figure 2. OPeN’s workflow
The design of OPeN predicts connecting the system with CEZIH (Central Health Information System of the Republic of Croatia) and also with all IT systems used by HCPs, like hospital systems, general practitioners’ IT systems, systems in pharmacies, private practices, and some additional stakeholders’ systems. Most of the data required for reporting ADRs are already contained within HCPs’ IT systems, so it takes less time to fill out the forms; it simplifies the process of sending data to HALMED as well. All things considered increase the quality of sent data, reduce the possibilities of errors during data entry, and prevent the submitting of the incorrect or incomplete forms.

The Web part of OPeN consists of two modules: the module for HALMED’s employees and the module for external users (HCPs). Figure 3 shows OPeN’s data entry interface (with creation dates and statuses - “Received” or “Task accepted”). HALMED’s employees use the system to register the received reports, to validate them, to detect duplicates, to assign them to assessors, to track their processing, and any further steps (e.g., sending them to EudraVigilance system [23]). The module for HALMED’s employees is also connected to HALMED’s Enterprise Content Management System (ECMS) via Web services, where all the digital records are stored. These digital records are available for reading and editing in the OPeN system during the entire process. External users (HCPs) will use the system to report adverse drug reactions, having registered with the purpose of authentication.

All institutions that participate in data exchange will use the same list of HCP authentication data. This facilitates data exchange without the need for additional authentication at the moment of sending the data to HALMED. A common list will enable data traceability. Data exchanged between internal and external systems will be in XML data format. XML structures are following E2B-R2 and E2B-R3 formats [10] [11]. In the first phase of the project, HALMED has developed a smart PDF form which also includes embedded lists. The form is available via HALMED Website and OPeN system Website, currently in the test phase [24]. Anyone can access the form, fill it out and send it via e-mail. OPeN contains the function of automatic data loading from the form into the OPeN database, which eliminates the requirement to enter data manually.

III. DISCUSSION

A. Efforts to increase the number and quality of ADRs in Croatia during the last decade

Spontaneous ADR reporting is the keystone of pharmacovigilance. A sufficient number of high-quality ADR reports are directly correlated to the effectiveness of ADR systems’ capacity in detecting drug safety issues. ADR systems are reliant upon the goodwill of HCPs and patients, not only on identifying suspected ADR reports, but also on reporting them. ADR reporting schemes are recognised to be subject to underreporting [25]–[27]. Directive 2010/84/EU, which came into force in 2013, identified the issue and stated that NCAs need to encourage and improve reporting of ADRs. According to the Article 102 of the Directive, NCAs shall “take all appropriate measures to encourage patients, doctors, pharmacists and other healthcare professionals to report suspected adverse reactions to the national competent authority” [28]. Heads of Medicines Agencies (HMA) within their Strategy for 2011-2015 have further propagated the aim of the Directive [29]. HMA aimed to support the strengthening of spontaneous ADR reporting systems, indicating four main complementary approaches as a mean to improve ADR reporting and achieve a more robust national pharmacovigilance system: (1) education, (2) motivation, (3) promotion, and (4) facilitation of ADR reporting, all of them mainly directed to HCPs and patients.

Throughout the last decade, HALMED has been included in numerous activities to increase the number and quality of reported ADRs in Croatia. The number of spontaneous ADR reports increased from 856 in 2007 to 3486 in 2016, bringing Croatia into top ten countries in the world per number of ADRs per million inhabitants [30]. Education, motivation, and promotion have been extensively used and combined with different ways of facilitation of reporting. The facilitation was done by introducing novel methods for capturing ADRs: online reporting form for patients and mobile app for patients and HCPs. On-line reporting form was launched in 2012: by 2016, 20% of all ADRs were received through this channel. Although HALMED intended the on-line reporting form for patients, it was widely used by HCPs. The PhV mobile app was introduced in 2016 (through project WEB-RADR) and it accounted for the 2% of ADR received in 2016. The focus was on activities aimed at facilitation of reporting. HALMED started introducing electronic reporting and it influenced the rationalisation of internal ADR processing. The main reason was a reduction of manual entry into the national ADR database. This issue gained more importance as the increasing number of received ADRs began to have a real impact on resources available to other pharmacovigilance processes within HALMED (e.g.,

Figure 3. OPeN’s data entry interface
assessments of risk management plans, periodic update safety reports).

B. Direct reporting from clinical systems as advancement in the field of pharmacovigilance

Although regulatory workload in HALMED increased substantially from 2013 onwards, there was still an active commitment to improving the national PhV system, as well as possibilities to detect signals and potential safety issues. This was this reason for planning and starting the OPeN project. OPeN aims to automate the internal handling of reported ADRs and to further increase both the number and the quality of ADR reports. The way to do it is by capturing ADR reports from online reporting form and clinical systems. The idea behind OPeN was to build a system that will allow the communication of clinical IT systems and the National ADR database. HALMED considers the capturing of ADR reports from clinical systems in electronic form to be the most challenging part of the project. Direct reporting from clinical systems, however, has many advantages. It improves reporting efficacy of HCPs by reducing their efforts to complete forms as it uses data from patients’ records and automates data entry methods. HALMED considers it as a way of promotion of ADR reporting in general. According to the systematic review and meta-analysis published by I. Ribeiro-Vaz et al. [31], projects that aim to promote ADR reporting by using IT represent an increasing trend. According to their aggregate analysis, these interventions doubled the number of captured ADR reports.

Reporting from clinical system helps obtain complete information on ADRs. It can significantly facilitate case assessment by providing context for ADRs. An additional value is the possibility to prompt reporters to complete a report within the system when specific tasks are completed, e.g., drug withdrawal from therapy. It can also prompt a reporter to enter data that are more particular into the report (e.g., a batch number in case of ADR related to vaccines and biologicals). This information is rarely captured in paper ADR form; it can, however, be crucial for understanding the cause of the ADR.

An additional benefit of automatic data entry method in direct ADR reporting from a clinical system is the use of controlled data entry. Where applicable, ADR reporters could use data registries (e.g., medicinal product registry) to facilitate their data entry method. Another benefit of using IT is the option to use data validation rules and to facilitate receiving accurate and valid reports. In this way, national ADR databases are becoming more accurate too. It reduces the need to contact the reporter in case of non-valid ADRs. Rules of reporting should meet the applicable ICH E2B standards [10] [11] and minimum required data. Additional validation rules should also be built in if needed to meet business or regulatory needs. Besides, the use of dictionaries, including the mapping of dictionaries, should help set up standardised terminology and coding terms for assessors. The use of dictionaries would represent a significant benefit for any pharmacovigilance system. The second phase of OPeN will address these issues.

C. A short comparison of pharmacovigilance systems with mechanisms of capturing ADRs from clinical systems

According to the SCOPE results, there are only 2 NCAs that use the possibility of capturing ADRs from clinical systems: regulatory agencies from Spain and UK (Agencia Española de Medicamentos y Productos Sanitarios – AEMPS, Medicines and Healthcare products Regulatory Agency - MHRA) [32] [33]. Their systems are mainly set to retrieve ADRs from General Practitioners (GPs), and this decision is logical since they have access to most of the patients’ health information. Although their systems differ, their experiences indicate that the integration of ADR reporting with electronic health records, primary care, and e-prescription systems is positively correlated with the increased quantity of ADR reports and the quality of information received. In the UK, for example, during the pilot phase in 2011, automatic ADR reporting feature was added to one primary care system for GPs (SystemOne). Analysis of received Yellow Cards showed an increase for GP ADR reports of almost 50% compared to 2010. The UK and Spanish systems have a similar concept. There are some differences between the systems: ADRs received from clinical systems in Spain are not automatically uploaded into the national database Farmacovigilancia Española, Datos de Reacciones Adversas (FEDRA), but have to pass through their regional PhV centers. Also, the ADR description is in the form of free text, while the UK system allows ADRs to be coded using The Systematized Nomenclature of Medicine (SNOMED) dictionary [34]. The MHRA has built up a mapping between SNOMED concept terms and Medical Dictionary for Regulatory Activities (MedDRA) [35] which is standard terminology used for coding ADRs worldwide. It enables ADR reports to be automatically loaded into the MHRA’s PV database without the need to code ADRs. OPeN will allow direct upload of ADR reports to the national database, however, coding of ADRs by the reporter will not be possible.

HCPs in Croatia use International Statistical Classification of Diseases and Related Health Problems 10 (ICD 10) terminology for coding medical terms [36] and no mapping to MedDRA is available. In addition to this, OPeN will allow for two-way communication with the reporters, mainly for retrieving follow-up information. We believe this is the benefit of our system, although no information on the communication possibilities within the UK or Spanish systems is widely available. There is limited published information on the particular data elements of both systems; we were able to compare our systems solely by actively participating in the SCOPE project. However, the information on the systems might be outdated since the SCOPE includes data up to 2013. Also, it is challenging to detect the publication on the efforts of other countries in
implementing ADR reporting from clinical systems. As per our knowledge, Netherlands is piloting such a system. Previous research of the systems outlined above helped HALMED’s team to avoid straggling in the development, implementation, and fine-tuning of the OPeN system.

IV. CONCLUSIONS AND EXPECTED BENEFITS

Submissions of timely and well-completed ADR reports increase the data available to NCAs and their capacity to protect public health in the end. It improves NCAs’ ability to detect, identify, investigate, and act on potential drug safety issues.

Pharmacovigilance professionals consider the integration of clinical IT systems and ADR databases as bleeding edge tool for increasing both the number and the quality of captured ADRs. HALMED initiated OPeN for this very reason. Croatian NCA started with the initiative that aimed for the integration of the national ADR database, CEZIH, and various hospitals IT systems. Expected benefits include:

- Facilitation and promotion of ADR reporting,
- A higher number and better quality of reports,
- Reduction of manual data entry and data processing time per report,
- Standardisation, clarification of professional terms, dictionaries,
- Introduction to analytics, advancement in tracking Key Performance Indicators (KPI) and signals, planning for BI features,
- Sophisticated and proactive protection of public health.

V. FURTHER WORK

An efficient and connected health system and its components facilitate the protection of patients, efforts of HCPs, and beneficial activities of all other stakeholders in the national health domain. The OPeN system is an excellent example of the vital technological element of the national health system. Although Web-application OPeN is fully functional, HALMED is working on signing the protocol with the Croatian National Institute of Public Health to enable data exchange between these key health sector institutions. The system can become fully operational on a national level only after strengthening this cooperation. In the meantime, the Ministry of Health of the Republic of Croatia inserted activities related to OPeN into one of their strategic goals for 2019. Besides, concurrently with the signing of data protocol and with preparing for the second phase, HALMED is planning the third phase (see Figure 1) or system upgrade with the additional module that will cover informing and online education of HCPs.
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Abstract—Over the past decades, improvements in healthcare resulted in longer life expectancies and growing demand for specialized long-term care services for the elderly. Detailed up-to-date indicators describing the demographic status quo in order to enable adequate planning to meet the requirements of this population are missing. Today, these data are either scattered across different sources or only available in highly aggregated form. In the given paper, we share details about our interactive data exploration tool, which incorporates routine data from a large German health insurance to derive specific elderly care indicators, while ensuring scalability, data actuality and separation of data and visualization. Thus, governmental experts can access up-to-date data for elderly care planning in a structured and harmonized way.
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I. INTRODUCTION

Life expectancy has been increasing steadily in recent decades, particularly in high-income countries [1]. Coupled with declining birth rates, industrialized nations are faced with an ever-older population [2]. Competent authorities need to plan accordingly in order to meet changing societal needs, e.g., in terms of employment, pension funds, and health care provision. Although this is a widespread phenomenon in the developed world, Germany’s position is particularly unfavorable: it ranks as the country with the oldest population in Europe and the second oldest worldwide [3].

While data on demographical developments in the form of census are usually available, data concerning elderly care, for instance the number of dementia patients in a given municipality, are scarce and/or insufficient, often lacking in quality and spread across different sources. This fact substantially hampers governmental planning efforts to this extent. Nevertheless, access to such data is crucial in devising adequate public policies that meet the needs of the elderly. In particular, a growing trend can be ascertained to support ‘aging in place’, that is, close to one’s home and/or community, which is widely considered a more desirable alternative when compared to institutional care [4].

Healthcare data, e.g., in insurance companies can help bridge these data gaps, providing the basis for informed decision making. Figure 1 depicts the individual components of our tool modeled as a Fundamental Modeling Concepts (FMC) block diagram [5]. It builds on a combination of de-identified routine data from a large German health insurance together with statistical data provided by governmental bodies, both of which can be interactively explored by expert users. Data is integrated and harmonized in an In-Memory Database (IMDB), which provides On-line Analytical Processing (OLAP) cubes for a number of visualization tools. Governmental users, i.e., social planners, then can use such tools to explore the available data. Our tool is part of the project Smart Analysis Health Research Access (SAHRA) [6]. The consortium consists of industry and academia partners who aim to explore the opportunities inherent to data generated by healthcare actors to address research questions relevant for policymaking and health care provision.

The remainder of this work is structured as follows: Section II introduces our motivation, and objectives of our tool. In Section III, we set our work in the context of existing initiatives concerning elderly care planning, whilst our software architecture, incorporated data sources and data visualization tools are
outlined in Section IV. Software requirements are detailed in Section V. Our contributions are shared in Section VI and their impact is discussed in Section VII. Our work concludes with an outlook in Section VIII.

II. Motivation

In the following, we present the motivation and the objectives pursued within the development of the elderly care data exploration tool.

In Germany, municipalities are often aggregated into districts for administrative purposes. Districts serve therefore as an intermediate governmental entity between the German states and the municipal governments themselves [7]. However, information on elderly and nursing care needs from the census and other sources is often provided not at the municipality level, where facilities and personnel are needed, but rather at an aggregated level (district or state) - if available at all. This information gap hinders planning efforts carried out by districts, which must rely on incomplete, partial information or commission expensive data collection from private entities. Furthermore, the data collection process and subsequent generation of reports is often resource-intensive and time-consuming, since it takes place manually and data sources are scattered in different providers.

Health and nursing care insurance companies possess a wealth of detailed routine information on their insured patients, e.g., where they live, what services they have used, relevant diagnoses, demographics, how long they have been cared for, if they are in an inpatient or outpatient facility, and so forth. The opportunity to bridge the existing data gap by the secondary use of routine data was the starting point for the elderly care data exploration tool within the SAHRA consortium.

The overall objective of our proposed solution is to support the planning and decision-making process concerning elderly and nursing care needs within German districts and municipalities. To this end, relevant elderly care indicators, such as number of inhabitants with nursing needs, percentage of individuals in an in-patient facility, among others, needs to be identified. For the pilot project, two administrative districts in Northeastern Germany have been selected. They provided the requirements for the solution and subject-matter experts were available for feedback. The names of the respective districts will not be disclosed for data protection reasons. Finally, it was necessary to ensure that data extraction and analysis are carried out in an automated and privacy-compliant fashion.

As such, the specific objectives of the solution presented in this paper are 1) define a set of relevant care indicators, 2) extract and anonymize pertaining routine insurance data and 3) develop a web platform for interactive exploration of the defined indicators with automatic data flows and compliance with privacy regulations. In Section IV, we provide specific details on how these objectives have been achieved.

III. Related Work

Research on Information and Communication Technology (ICT) tools used for elderly care is often focused on supporting care delivery processes, for example via collaboration tools and data exchange. Since a patient will be treated by a number of different professionals across the care continuum, it is vital that they cooperate effectively [8]. Technologies for Ambient Assisted Living (AAL) and Building Automation (BA) represent another line of active research [9].

In contrast, our tool is targeted at providing high-quality data to support policy and decision making. For effective policies to be devised, a prerequisite is access to high-quality, up-to-date, precise information. Initiatives to this extent include information portals put together by governmental statistics services, for instance, the German Statistical Office’s elderly care indicators [10] or the Healthy Aging Data Portal by the Center for Disease Control Control [11]. Likewise, the National Board of Health and Welfare in Sweden provides information on the state of its elderly population [12]. Moreover, a solution developed by a Portuguese software company provides operational management for nursing care homes on the cloud [13]. While it could potentially provide detailed aggregated information on elderly patients, it lacks the coverage necessary since nursing homes are only one of the actors in the care continuum [14].

Such initiatives have a number of weaknesses compared to our presented approach. Firstly, the content they provide is largely static and does not enable user-driven exploration. Exception to this rule is CDC’s portal [11] and the PORDATA Contemporary Portugal Database on the elderly [15]. In both tools the user can interactively select indicators of interest and generate visualizations, albeit limited to few options.

Secondly, the scope of the indicators available on those platforms is rather limited, e.g., PORDATA offers four indicators while the CDC has nine. We have gathered more than 30 indicators of interest, which are extensible with ease. Third, the level of granularity of the current solutions is restricted either to the national or state-level, being therefore of reduced use for social planners in a district or municipality, for whom only fine-grained information is relevant. Forth, unlike existing solutions, the platform presented offers different stratification dimensions, e.g., according to legal criteria such as care level. Finally, automated data processing and compliance with privacy regulations ensure that up-to-date information is presented to the user once it was made available through the data provider.

IV. Methods

In the following, we share details about the incorporated research methodology. Section IV-A outlines the approach utilized for requirements engineering, while Section IV-B expounds upon the tool’s technical infrastructure.

A. Requirements Engineering

We followed the design thinking methodology to create a user-centered prototype via interviews with subject-matter experts for elderly care planning [16]. In subsequent workshops, the team distilled the interview results into personas and user stories. Personas are a generic entity that represents a typical user of the solution. In particular, two personas have been identified. The first is the head of the district’s social department, in charge of interfacing with numerous political entities and providing, among other tasks, guidance on elderly care issues. The second is a specialized officer or social planner, responsible to carry out data analyses and elaborate the elderly care plan, i.e., a comprehensive document containing an appraisal of the status quo on elderly care and a number of recommendations. User stories establish the aims pursued by the personas and often take the form of ‘as persona...’
X, I want feature Y to achieve purpose Z'. This generated a catalog of user stories that has guided the implementation of the tool. They laid out the foundation for a set of functional and non-functional requirements as per the ISO/IEC/IEEE 24765:2017 [17], which are dealt with in detail in Section V.

B. IMDB Technology

One of the centerpiece of our tool is the incorporated In-Memory Database (IMDB) technology, which enables real-time data processing and analysis of the stored data [18]. We refer to IMDB technology as a toolbox of Information Technology (IT) artifacts to enable processing of data in real-time in the main memory of server systems [19]. Our incorporated IMDB backend has been proven to be an adequate tool providing real-time analysis features for big medical data [20].

In the following, we introduce selected building blocks of the IMDB technology incorporated in our SAHRA platform to enable real-time analysis of data relevant for interactive elderly care planning by governmental users.

1) Column-Oriented Data Layout: Most modern relational database systems fall into the category of transactional databases and store their data in a row-oriented format, i.e. all attributes of a record are stored in adjacent blocks [21]. This is advantageous when all attributes of a single row have to be processed at once. In contrast, analytical database systems store and process data column-wise, i.e., all entries per column are stored in adjacent blocks, which is beneficial when only selected attributes of a data set are accessed [22]. The incorporated IMDB system supports both database layouts on a per table basis. Since user queries access only a subset of available attributes, our tool tables are stored in columnar format. Thus, only a fraction of data needs to be processed.

2) Lightweight Compression: Lightweight compression refers to a data storage representation that consumes less disk space than its original pendant [19]. Storing data column-wise facilitates lightweight compression techniques, such as run-length encoding, dictionary encoding, and difference encoding [23]. Thus, the overall main memory footprint is reduced and the processing of data accelerated as existing CPU caches are used more efficiently. Since the elderly care exploration tool shall cover millions of inhabitants of a given region over many time periods, data size can quickly become an issue. For example, lightweight compression applied to our dataset results in an average compression of 5:1.

3) Partitioning: Our incorporated IMDB system provides vertical and horizontal partitioning [24]. The former addresses large database tables by splitting them up into multiple column-wise subsets that can be distributed across individual servers [25]. The latter handles large data sets by dividing them into smaller chunks of data row-wise, which supports parallel search operations and improves scalability [19].

4) Multi-Core and Parallelization: Modern computer system architectures are designed to provide multiple CPUs with each of them having multiple individual CPU cores. For this capacity to be fully exploited, application execution must be parallelized, thereby resulting in maximum processing speed. Our IMDB system supports parallelization on various levels, e.g., parallelization both on inter and intra-operation level [19].

For instance, user queries spanning across multiple municipalities can be processed across different computing nodes, leading to faster response times.

C. On-line Analytical Processing Cubes

An OLAP cube is a multidimensional dataset containing different measures that can be aggregated/summarized across multiple dimensions [26]. In spite of their widespread adoption in Business Intelligence (BI) applications and data warehouse solutions, traditional OLAP cubes are often materialized, meaning they must be re-created every time new data is available [27]. In the IMDB cubes are virtual, allowing set operations, such as join, union, projections, etc., without the use of persistent, fixed aggregates [28].

V. SOFTWARE REQUIREMENTS

The software requirements were derived from interviews with subject-matter experts as outlined in Section IV-A. Following ISO 24765:2017, we were able to identify a set of functional and non-functional requirements, which will be related in detail in the following sections [17].

A. Functional Requirements

Functional requirements establish the set of functions that a system must deliver to the user in terms of inputs, processing and outputs, commonly expressed as "the system shall do" [29]. The functional requirements the elderly care tool must fulfill are:

- **F1: Data Privacy.** Since the tool is based on sensitive health data, appropriate measures shall be taken to ensure patients cannot be re-identified.
- **F2: Pre-defined Elderly Care Indicators:** A standardized list of elderly care indicators must be available in the tool covering the most relevant aspects for care planning.
- **F3: Fine-grained Exploration:** The proposed solution shall provide fine-grained, as well aggregated information using different aggregation dimensions, such as gender, care level and municipality.
- **F4: Access to Latest Data:** The tool shall employ automatic data flows from the provisioner to the analysis tool to ensure access to latest data at all times.
- **F5: User-defined Visualizations:** The tool shall enable the user to flexibly create his own reports using available elderly care indicators.
- **F6: Visualization Sharing:** The tool shall enable the user to share a given visualization with another user in digital form.
- **F7: Geographical Data Exploration:** The tool shall provide the user with the ability to generate cartographic visualizations based on the relevant administrative units.
- **F8: Long-term Forecasts:** The tool shall provide forecasts on all available elderly care indicators in 5 year time spans (e.g., for 5, 10, 15 and 20 years ahead). The forecasts must take into account demographic trends, as well as socioeconomic variables of interest.
B. Non-functional Requirements

Non-functional requirements are concerned with the overall properties of a system, as opposed to its functions, often written as "the system shall be" [30]. In the following, non-functional requirements of our tool are listed:

- **NF1: Ease of Use.** The user interface shall be made of modern, self-explainable interaction components, which are familiar to the user, ensuring ease of use.
- **NF2: Fast Response Time.** The tool shall be designed so that even querying large amounts of sets does not result in a response time higher than an empirical threshold of two seconds to ensure interactive user experience [31].
- **NF3: Device Independence.** The tool shall be accessible from different device classes, e.g., from desktop computers and mobile devices.
- **NF4: Ease of Extensibility of Indicators.** Given that user needs are constantly evolving, the set of elderly care indicators shall be easily extensible, without the need to shut-down the tool for updates.

VI. CONTRIBUTIONS

In the following, we share details about our software system architecture, incorporated data sources and set-up of data exploration tools, while pointing out how the requirements defined previously are met.

A. Software Architecture

The software system architecture of our tool is depicted in Figure 1. It is hosted within the SAHRA platform, which complies with pertinent data privacy regulations (F1) [6]. Governmental users responsible for elderly care planning in the districts, i.e., social planners have different data visualization tools at their disposal. A social planner can access one or more visualizations tools and created content can be shared with other users and user groups (F6).

1) **Data Visualization Tools:** Based on the infrastructure presented, different data visualization tools can be employed as long as they can consume IMDB OLAP cubes. We used a proprietary business intelligence suite for this purpose [32]. The suite makes extensive use of HTML5 and modern Javascript libraries, ensuring ease of use (NF1). Furthermore, it provides a web-based interface that is also accessible from mobile devices, being therefore device-independent (NF3).

2) **Virtual OLAP Cubes:** The use of virtual OLAP cubes ensures that as new data is available, analytical applications, such visualization tools, are updated in real time (F4). Another advantage provided by the use of virtual OLAP cubes is extensibility: new measures and dimensions can be added from new data sources or from calculations performed on existing measures (NF4). The analytical cubes were built upon relational database tables that were harmonized and integrated within the IMDB system.

3) **IMDB System:** The incorporated data sources, which cover de-identified routine data from the insurance company along with statistical data are integrated and harmonized within the IMDB. The building blocks discussed in Section IV-B namely column-based storage, lightweight compression, partitioning and parallelization ensure a fast response time for the tool even with a large data foundation (NF2).

B. Incorporated Data Sources

Based on routine data collected from insured patients from a given district, the health insurance partner extracted and consolidated a dataset of different data columns into a relational database table, each corresponding to a specific elderly care indicator, according to patient, reference year and a number of other attributes. This formed the standard list of elderly care indicators (F2). The resulting dataset is a sparse table indicating whether a given indicator applies for a specific patient or not. Furthermore, demographical statistics and prognostics compiled for the federal states to which the pilot districts belong were incorporated. They contain demographics by age segment (0-100) and gender for each of the municipalities in a district [33]. Routine data and statistical data can thereby be joined on year, municipality, age segment and gender.

C. Exploration Measures and Dimensions

Interactive exploration is enabled by a combination of measures and dimensions. Measures correspond to the elderly care indicators themselves. They cover, amongst others, number of people with nursing care needs, percentages of home, in-patient or out-patient care and aggregation by age group, gender and care complexity, offering fine-grained exploration options (F3). A partial list of the indicators identified is provided in Table I for illustration purposes.

The complete set of defined measures contains more than 30 indicators. The consolidated dataset also covers regional information, e.g., municipality of residence, that can be used to enable geographical exploration (F7). Dimensions encompass grouping attributes that can be arbitrarily combined to generate visualizations. Table II provides an overview of the exploration dimensions available on the platform.

D. Separation of Visualization from Data

To illustrate this characteristic of the tool, consider that a social planner in a district is interested to analyze age group distribution for dementia patients stratified according to different care levels (German: Pflegestufen). They are used...
Different alternative representation modes are available to the user. Image depicts age group distribution of dementia patients according to care levels: heat map (left) vs. tabular (right). With the platform, more time can be spent on interpreting data rather than manually building the required visualization.

**TABLE II. Exploration dimensions**

<table>
<thead>
<tr>
<th>Category</th>
<th>Dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patient-related</td>
<td>Age group, Dementia diagnosis, Nursing dependent, Patient dead, Federal state, Municipal association, Municipality, District, Municipality type, Social region, Reference year, Has nursing care needs, Level of nursing care, Grade of nursing care, Type of nursing care</td>
</tr>
<tr>
<td>Regional</td>
<td></td>
</tr>
<tr>
<td>Nursing care-related</td>
<td></td>
</tr>
</tbody>
</table>

by insurance companies, among other purposes, to establish reimbursement guidelines [34]. By selecting the appropriate measure and dimensions on the platform via drag and drop, the heatmap depicted in Figure 2 (left) can be generated. It can be readily ascertained that dementia patients are more often assigned care level 1 (German: Pflegestufe 1), particularly after 70 years of age. If another mode of presentation is desired, the same information can be displayed in tabular form (right).

**VII. EVALUATION AND DISCUSSION**

The tool developed meets the requirements put forth in Section V as follows. From a functional perspective, it provides a privacy-compliant framework (F1) and covers more than 30 pre-defined indicators (F2) and fine-grained aggregation criteria (F3). The data foundation is updated automatically, without a manual extraction, transform and load step, that is, as soon as new data are available (FR4). Furthermore, it allows users to create their own visualizations without any IT-knowledge (F5) and share them with other users (F6). In addition, the database was augmented with geographic coordinates to generate map-based visualizations (F7), not displayed here for the sake of brevity. Forecasting is provided by means of a linear regression of past indicators (F8).

Considering non-functional requirements, ease of use (NF1) is ensured by extensive use of HTML5 and modern Javascript libraries [35]. Besides, the use of the IMDB platform enables a fast response time even with a large underlying database (NF2), since data resides in the main memory [19]. Furthermore, the elderly care tool can be accessed from desktop and mobile devices alike (NF3). To support extensibility (NF4), the necessary calculations are performed using the IMDB’s calculation views. They allow complex set operations, such as join, union, projections, etc., without the use of persistent, fixed aggregates, which must be re-created whenever requirements change [28].

Our tool is currently being evaluated in two administrative districts in Germany for user feedback. The tool has a number of advantages over existing portals offering statistics on elderly care, particularly in terms of its exploratory capabilities with different stratification dimensions, scope of the indicators available, level of information granularity (down to the municipality level), as well as automatic data flows within a privacy-compliant environment. As new districts are added to the tool, we expect a steep increase in data and user workload, which might impact system performance and response time, specially considering analytic queries. The building blocks of the IMDB technology discussed in Section IV-B such as lightweight compression, partitioning and multicore parallelization make it possible not only to use available resources more effectively, but also to add more computing power to the system without disrupting current operations, ensuring scalability.

However, from a technological standpoint, since the platform is based on proprietary technologies, it might pose a challenge for other institutions aiming to establish a similar solution. The principles and strategy which have guided the development of this tool can notwithstanding be utilized in a landscape based on open-source software tools, for example SpagoBI [36] or Pentaho with MySQL [37].

**VIII. CONCLUSION AND FUTURE WORK**

We shared details of our software approach, the user requirements and the technical infrastructure that was developed. The data foundation is comprised routine healthcare data generated by the partner insurance company. The platform presents the user with a number of pre-defined measures and dimensions that allow for interactive exploration and generation of arbitrary visualizations.

Future work concerns three major aspects. The first aspect entails integrating available datasets with data generated across
the entire care delivery continuum, including hospitals, nursing homes and out-patient services. Second, the tool currently provides linear regression forecasts based on the values of past indicators. However, this approach does not account for complex interactions between long-term socioeconomic and demographic variables. We aim to develop a more sophisticated forecasting model. Finally, user evaluation shall take place to assess the impact of the tool on current processes.
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Abstract— Genetic information provides important diagnostic data from patients to their health care providers and researchers that match phenotype and genotype. However, both diagnostic and research data providers must be confident that using this data for either purpose protects the data provider from foreseeable privacy breaches. In order to do so, Federal and State laws are in place to specifically address genetic information in addition to the laws established to protect generic health information. State genetic privacy laws diverge widely in their level of detail and constraints on releasing data, criteria for evaluating access to such data, data owner consents required to release data, and conditions for using released data. A rule-base specifying these variations can be used as a policy language to enforce data releases from electronic health records and gene pools. In order to satisfy this need, we describe a comprehensive ontology for genetic privacy based on existing applicable laws. Our ontology is used in ontological rule bases within medical workflows that are directly integrated with electronic health records. As shown in our ongoing work, this integration provides a solid foundation for enforcing laws and regulations in preventing unlawful disclosures of genetic information.
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I. INTRODUCTION

Patients are less likely to share data if there is a concern about privacy, so consents are necessary to help allay these concerns [1]. Privacy concerns have been heightened as Electronic Health Records (EHRs) have become widespread and ensuring privacy has increased in importance [2][3]. The privacy concerns that patients have about electronic medical records also apply to genetic information. There are demonstrable benefits to using genetic information as genetic studies map genotypic and phenotypic data directly to diseases, allowing for preventive and early interventional care to reduce morbidity and treatment costs [4][5]. These benefits have to be balanced against inherent unusual characteristics of genetic information that can identify a patient and his/her genetic relatives, therefore placing any of them at risk of negative consequences, such as discrimination [6]. Consequently, laws impose penalties if genetic data is inappropriately released. Studies have also shown that de-identification of genetic material may be insufficient to protect patient privacy [7][8].

In the United States, overall health privacy was addressed by the Health Insurance Portability and Accountability Act (HIPAA) of 1996, which was implemented to improve the efficiency and effectiveness of the US healthcare system. HIPAA was followed by the Privacy Rule in 2000 to address three covered entities: health plans, health care clearinghouses, and certain health care providers [9]. HIPAA was also followed by the Genetic Information Nondiscrimination Act of 2008 (GINA) to protect individuals from discrimination in employment and insurance based on genetic information [10]. Furthermore, almost every state and the District of Columbia have laws that specifically address genetic protections to some degree. Health Information Exchanges and direct sharing between health care providers are still subject to the applicable State laws even for interstate data transfers [11]. This paper develops an ontology that provides the syntactical elements (i.e., entities and their relationships) sufficient to specify applicable legislation and regulations in the forms of a structured formal rule-base.

In our previous work, we developed a prototype that uses a medical workflow system for an EHR to enforce Federal and State laws in addition to organizational policies. Workflows provided the mechanism to gather the necessary information within the context of an EHR. We prepared an initial genetic privacy ontology and sample rules to enforce laws in selected states to validate our approach.

Our next step is developing this comprehensive genetic privacy ontology based directly on relevant Federal and State laws. Following this Introduction, Section 2 addresses related work; Section 3 provides the methodology we followed in developing this ontology; Section 4 describes the genetic privacy ontology with detailed descriptions for each super-class; Section 5 provides an example of the ontology being used in our prototype; and, finally, Section 6 presents conclusions.

II. RELATED WORKS

There are existing standards and frameworks with methods to implement various aspects of genetic privacy protections. The Integrating the Healthcare Enterprise (IHE)
standards profiling organization has developed frameworks, use cases, and specifications for managing the sharing of documents between organizations [12]. The inter-organizational policies must be completed prior to the use of this standard for implementing the consent agreements. There is some capability to address components of genetic privacy related to acknowledging consents but not all the required capability. For example, the use case of individuals specifying that other specific individuals do, or do not, have access to their data is listed as a scenario that is explicitly not supported [13]. Many State laws call for this type of consent specifications as a prerequisite for permissible access to data.

The restrictions placed by regulatory environments on information sharing has been identified as an issue that requires coordination across system silos [14]. The Global Alliance for Genomics and Health (GA4GH) provides a framework for sharing genome data with privacy and security policies, technology recommendations, guidance and architecture to allow interactions between organizations [15][16]. The basis of data sharing in GA4GH is that the donors or their representatives have provided consent in accordance with organizational policies and the applicable laws [17]. The work to date provides comprehensive policies but does not have a functional mechanism for implementing sharing data or addressing the restrictions placed by donors in systems that hold and use such data.

Other health-care privacy ontologies have some overlap with genetic privacy concepts based on laws. However, these ontologies have gaps in numerous areas when compared to State law implementation requirements. The HL7 Security and Privacy Ontology has a class PurposeOfUseOntology with a purpose code and description [18, p. 1]. Because the focus is on health care organizations, the main categories in this ontology are for health care marketing, operations, payment, research, public health and treatment with options for patient requested inquiries including family, power of attorney and support network. This list does not include key purposes regulated by law, such as Law Enforcement, Homeland Security and Insurance access. Other matching HL7 ontologies have some overlap (such as Organization, ObligationPolicy, Refrain, and Role) but not a complete set of genetic information related categories. The Sensitivity class contains a genetic disease information sensitivity but this needs to be set based on the state law attributes of the ontology. Many of the state laws have conditions that must be met prior to releasing genetic information in addition to imposing specific obligations to be adhered to after the release. A future research option is to develop a mapping and extension between our genetic focused ontology and the HL7 framework as a basis for an implementation.

Genetic privacy protections issues are expanding with the introduction of big data repositories and Direct-to-Consumer (DTC) DNA testing. Adoption of the latter has skyrocketed with its lower prices and wide-spread advertising. DTC DNA testing-related sites encourage sharing of genetic data, including through the use of social media. But consumers often do not have an understanding of the consequences of these services [19]. In general, even when presented with consent agreements, consumers, patients and research participants have a wide variety of reasons for permitting access to their data, do not always fully understand the extent and implications of these agreements, and underestimate the ability for de-identification [20][21].

Work by Rahmouni et al. developed an ontology of European privacy requirements for sharing patient data between countries [22][23]. It focused on the implementation of data access between countries with respect to privacy status, consent requirements, recipients, level of detail, purpose, secondary purpose, and access by legal representatives. There are no structures for the supplemental requirements prevalent in US laws outside various options for consent agreements and anonymization.

Other healthcare security focused ontologies lack the focus on purpose-driven access found in US laws. Blobel’s pHealth has a policy structure that can implement many of the legal requirements and implements patient consent using policies [24]. The patient and internal organizational focus on access policies limits the opportunities to address the wide variety of scenarios prevalent with external access to patient data.

Most privacy models also use Role-Based Access Control (RBAC) to data inquiries and implementing enforcement policies. The use of RBAC has been identified as one of the candidates for implementing privacy access controls in the EHR domain [25], where rights can be assigned based on organizational policies in a hierarchical manner that is modified based on the user’s role and then adjusted by the patient as desired. Healthcare privacy extensions, such as those proposed by Hung, provide the structure for adding concepts for areas including purpose, obligations, and retention [26]. The nature of genetic access restrictions and criteria requires a specific framework to accommodate the variations in State laws.

III. METHODOLOGY

A. Process

The goal of developing our genetic privacy ontology is to identify diverse factors relevant to enforcing these laws in the United States. The applicable Federal law specific to genetic privacy is the GINA [27]. For State laws, the National Human Genome Research Institute maintains a Genome Statute and Legislation Database [28]. This database classifies the laws into the following categories:

- Employment Nondiscrimination
- Health Insurance Coverage
- Health Insurance Nondiscrimination
- Other Lines of Insurance Nondiscrimination
- Other Topics
- Privacy
- Research
- Use of Residual Newborn Screening Specimens

A search against all categories generated a list of over 400 individual state statues that were reviewed for their applicability. The focus was for statues with criteria that would impact a request to an EHR or similar repository. References to other statues within those on the search list
were followed when there was a potential for additional relevant use cases. The next step in the process involved reviewing every relevant law for the specific terms and phrases associated with privacy protection. Statements and phrases related to the following super-classes (with two examples listed below for each item) were extracted:

- **Purpose**: What use case is being addressed? (law enforcement, treatment)
- **Subject**: Whose information is being protected? (individual, minor child, family member)
- **Requester Role**: what role is specified for individual making the request? (physician, genetic counselor)
- **Requester Organization**: What kind of organization does the requester represent? (insurance company, court)
- **Target of Request**: What kind of information or activity is protected? (genetic information, test results)
- **Pre-conditions**: What must be done before the information can be released? (obtain consent, approved by an institutional review board)
- **Post-conditions**: What must be done, or not done, once the information is provided? (non-discrimination, destroy after use)
- **Penalties**: How will any violations potentially be punished? (misdemeanor, fine)

Then, all super-classes were structured into relevant classes. For example, the Subject super-class was divided into the Individual, Immediate Family, Beneficiary, and Relative classes. The Relative class has additional subclasses for Blood Relative, Family Member, and Identical Brother. In order to ensure the appropriate coverage, similar terms were recorded in the detailed model (which is not presented here due to space constraints.) An example is that “Treatment” is used as the class name and is in the model, while “patient care” provides the same base meaning. Properties are added to the ontology solely based on the associated State law.

### B. Exclusions

The expansive state database generated a comprehensive set of criteria for genetic privacy protection. Use cases not relevant to protecting genetic information in medical records were excluded from data elements analysis. For example, while there are State laws related to maintaining State DNA Databases for the criminal justice system, these laws were not evaluated after the first screening review. In addition, the search was not expanded to address Federal and State regulations as the basis of this guidance is derived from the associated laws. Finally, laws that provide generic protection to any component of protected health information and would be enforced across all information requests were not included. For example, while most State laws on genetic privacy are relatively recent and still being legislated, HIPAA restrictions have been in place since 1996 and are well established within the medical and insurance community [29].

### IV. GENETIC PRIVACY ONTOLOGY

The Genetic Privacy Ontology as shown in Figure 1 is organized into four high-level components to reflect aspects of accessing medical records.

- **Requester** is information on the individual submitting the access request with their associated role and organization. The role and organization are linked with the purpose for a specific request. For example, a law may permit physician access to records for patient treatment at a hospital with a different set of conditions if the physician is participating in research at that facility.
- **Request** indicates characteristics of the person whose medical record is being accessed (subject), how the information will be used (purpose), what will be done with the information once received (action), and what information or activity is being requested (target).
- **Validation** provides conditions that must be addressed prior to information release (pre-conditions) and if a consent agreement is required with specific clauses to be included (consent).
- **Constraint** addresses limits placed on the use of the data (restrictions) and activities to be performed after the request is fulfilled (obligations).

This paper addresses the Requester and Request components as the most important aspects of enforcing the law. The laws vary widely in terms of which classes are specifically included and the amount of detail provided. As an example of a law with broad scope, the genetic information access law in Arkansas states “Except as provided in (b) of this section … (1) a person may not collect a DNA sample from a person … unless the person has first obtained the informed and written consent of the person…” followed by five specific purposes in section (b) where access is permitted.

#### A. Purpose

The Purpose super-class shown in Figure 2 provides the linchpin of genetic privacy protections. Every access to medical records must have a purpose (or reason for the access request). It is a violation of core security principles related to confidentiality to allow data access without a valid reason.

![Figure 1. Genetic Privacy Ontology.](image-url)
The classes are:
- **Medical** with a focus on genetic-related activities plus access to genetic information for related efforts
- **Employer/Workplace Programs** includes labor organizations, apprenticeships, and licensing
- **Legal/Law Enforcement** for criminal, civil, court activities, compliance and related legal proceedings
- **Research** for health specific research, general scientific studies, educational programs, and access to deceased genetic information in an emergency situation
- **Insurance** for health plan underwriting, determining payments and other business transactions. There are two related subclasses for underwriting to determine the type of insurance being processed and the plan.
- **Financial** contains various financial transactions including whether a person is entitled to compensation for the use of their genetic material.
- **Authorized Person** allows access to records by people and organizations authorized in a consent agreement along with the individual themselves.

Many other classes have a direct relationship with a Purpose. For example, the Law Enforcement Purpose would only be applicable to Law Enforcement roles and other roles would be invalid. This linkage also applies to aspects of Organization and Target.

### B. Action

During the full review of State laws, the need for an Action class as shown in Figure 3 became obvious to indicate how the interactions with the medical record will occur. The list follows the information lifecycle of a medical record from acquisition through use and destruction. These terms are extracted directly from the laws and each class contain lists of similar terms. For example, **Require** also addresses the terms **Inspect**, **Compel**, and **Order**.

**Request** and **Require** are separated to reflect the ability to deny a request for information as opposed to an inquiry that indicates a demand based on a compelling reason. For example, there are restrictions as to when insurance companies may request information and that the information may not be required as a condition of underwriting. In some cases, both terms are used as seen in the District of Columbia’s law stating that “A health benefit plan or health insurer shall not request or require an individual or the individual’s family member to undergo a genetic test.”

### C. Subject

The Subject super-class in Figure 4 is larger than the immediate person in an access request. This broad definition is needed in order to accommodate laws with statements like the definition from a Delaware law, “‘Genetic information’ means information about inherited genes or chromosomes, and of alterations thereof, whether obtained from an individual or family member...”. The Individual has subclasses with specific terms that map to purpose. For example, the Legal subclass has a law enforcement attribute in the full model for “individual has been convicted of a felony” to address a State law in New Mexico.

The age data field is not only a numeric value but a conditional codifying the decision-making capacity and age ranges. Some of the options beyond years of age include “child born in the state” and un-emancipated minor. A child can be minor child or also a reference to an adult child in the Family Member subclass. Fetus and embryos are called out specifically in some laws so they are articulated as a Subject subclass. Dependents are presented as a separate subclass, as these individuals are not necessarily a family member. The same criteria holds for Beneficiary as the person may not be directly related to the individual. This subclass is included as

![Figure 2. Purpose Super-Class.](image_url_1)

![Figure 3. Action Super-Class.](image_url_2)

![Figure 4. Subject Super-Class.](image_url_3)
Kentucky has a law that references the individual or their beneficiaries accessing genetic services.

D. Role

The majority of Roles in Figure 5 map to specific purposes and their use would be restricted to the associated purpose. There are general references to “Individual” accessing records so a broad subclass is needed for undefined people. Kentucky state law includes a reference to the person who orders a test on an infant or by the person registering the birth. The law is not clear that the request would be done by a health care provider so the category is separated.

Within an organization, the role becomes important for deciding on access. For example, a receptionist at a hospital does not have access to genetic information even though they work at a health care provider. Some terms are relevant to both individuals and organizations. For example, the term health care provider often means either entity.

E. Organization

Some terms that are typically associated with an individual may also be applicable to an Organization super-class which is provided in Figure 6. For example, the term Person can be a corporation in some states, such as defined in New Hampshire: “Person includes a human being, an association or organization, a trust, corporation, and partnership.” The phrase “Health Care Provider” is also an organization in addition to a specific person/role. The use of subclasses with the same name as the Purpose super-class indicates a match where there are restrictions associated with the organization (and hence role). Therefore, a Research Organization would be limited to using Research Roles and Purposes for a valid combination.

F. Target

The Target super-class in Figure 7 addresses the specific item being addressed in the law and encompasses more than genetic information.

- **Physical Specimens** are included as genetic material is derived from these sources and thus have specific access restrictions.
- **Record** includes all the information, data and audit records within an individual’s medical records. Numerous states have restrictions not only on the results of genetic tests and activities, but also on whether a request was made and/or denied by an individual or family member. If a record has been de-identified, different handling is indicated in some states.
- **Organization** is included as some laws incorporate who is the custodian or holder of the records being accessed.
- **Health Status Information** (also called “health status related factors” and other phrases) is generally defined as including Health status, Medical condition (including both physical and mental illness), Claims experience, Receipt of health care, Medical history, Genetic information, Evidence of insurability including conditions arising out of domestic violence, and Disability. However, in some states genetic information is explicitly excluded as health status information.
- **Genetic Information** includes all the related subclasses. The state of Washington recently included genetic information as a biometric identifier so a state list is included.
- **Family Member** and their Genetic Information is often included in the scope of the individual’s genetic information.
- **Research** addresses genetic information obtained in this purpose along with any genetic services obtained in association with the research. (This linkage is specifically called out.)
- **Genetic Services** is for those areas targeting genetic-
related activities plus those tests performed specifically to identify genetic characteristics. The test results associated with these tests are also covered under the umbrella of protected genetic information.

- **Other Test/Exams** addresses medical procedures performed for reasons other than genetic services but the resulting information is genetic-related.
- **Diagnosis/Manifest** addresses those situations that indicate underlying genetic conditions not found directly by genetic services.

V. IMPLEMENTATION

Our previous prototype implemented a three-layer architecture for enforcing genetic information release criteria as seen in Figure 8. At the top layer, a workflow developed in Yet Another Workflow Language (YAWL) [30] orchestrates the information gathering on the Requester and Request, invokes the Consent Service layer, displays the access request decision (permit or deny) and gathers electronic signatures to enforce the Validations and Constraints. The Consent Service Layer uses Java code to obtain the information from the workflow, populate the ontology instances in Protégé, invoke the DL Reasoner, use the Rules Hierarchy Algorithm to combine the Federal, State and Local decisions into an overall final result, and populate the workflow variables with the results for display and action by the end user. The ontology itself is implemented in Protégé and the laws are encoded using Semantic Web Rule Language (SWRL) [31].

Our previous papers [32][33] provide extensive information on the prototype operation and detailed use cases. In this Section we provide targeted examples based on the purpose-focused ontology.

A. Related Organization

In New Mexico, genetic information access is allowed without patient consent “(1) to identify an individual in the course of a criminal investigation by a law enforcement agency”. The corresponding SWRL rule for this law is:

Rule: makesRequest(?r, ?req), inState(?req, "NM"), forResource(?req, ?resource), isGeneticResult(?resource, true), includesIdentity(?resource, true), forPurpose(?req, ?pur), isInvestigation(?pur, true), hasOrganizaton(?r, ?org), isLawEnforcement(?org, true), hasResponse(?req, ?resst), responseLevel(?resst, "State") → isAllowed(?resst, true), canOverride(?resst, false), decisionSource(?resst, "NM LAW 24-21-3.C"), hasRule(?resst, 3105)

In this rule,

- ?r is for the Requester of the Request
- ?req is for the Request that links the various components, such as Subject, Purpose and Resource
- ?pur is the Purpose for the Request
- ?resource is for the “GeneticTestResults” part of the medical record
- ?org is the Organization of the Requester
- ?resst is the State Response object that is associated with the Request.

These SWRL statements are explained in Table I.

<table>
<thead>
<tr>
<th>SWRL Statement</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>makesRequest(?r, ?req)</td>
<td>Links Requester for the Request</td>
</tr>
<tr>
<td>inState(?req, &quot;NM&quot;)</td>
<td>Request is for New Mexico</td>
</tr>
<tr>
<td>forResource(?req, ?resource)</td>
<td>Links Request with the Resource</td>
</tr>
<tr>
<td>isGeneticResult(?resource, true)</td>
<td>Restricts the rule to a Resource that is identified as a genetic test results</td>
</tr>
<tr>
<td>includesIdentity(?resource, true)</td>
<td>Restricts the rule to Resources that are used to confirm identity</td>
</tr>
<tr>
<td>forPurpose(?req, ?pur)</td>
<td>Links Request with Purpose</td>
</tr>
<tr>
<td>hasOrganizaton(?r, ?org)</td>
<td>Links Organization with the Requester</td>
</tr>
<tr>
<td>isLawEnforcement(?org, true)</td>
<td>Confirms the Organization is a Law Enforcement Agency</td>
</tr>
<tr>
<td>hasResponse(?req, ?resst)</td>
<td>Links the Request with a Response to store answer</td>
</tr>
<tr>
<td>responseLevel(?resst, &quot;State&quot;)</td>
<td>Gets the Response for the State level answers</td>
</tr>
<tr>
<td>-&gt; isAllowed(?resst, true)</td>
<td>Sets the State response to access is allowed</td>
</tr>
<tr>
<td>canOverride(?resst, false)</td>
<td>Sets the State Response to not allow organization override</td>
</tr>
<tr>
<td>decisionSource(?resst, &quot;NM LAW 24-21-3.C&quot;)</td>
<td>Sets the State response to reflect the decision source as state law</td>
</tr>
<tr>
<td>hasRule(?resst, 3105)</td>
<td>Sets the rule number to 3105 for reference</td>
</tr>
</tbody>
</table>
Boolean attributes are used in the ontology to simplify the evaluation of specific conditions. For example, `isLawEnforcement` allows any organization that meets the criteria to be provided access in relation to the `isInvestigation` attribute for Law Enforcement purposes. In numerous laws related to law enforcement, the statement specifically calls out using the genetic information for identifying a person. Therefore, an `includesIdentity` attribute is associated with the genetic information resources to exclude any that are medically focused. The Boolean attributes enhance the flexibility of the ontology implementation.

### B. Broad Statements

Some states have broad statements that all uses for genetic information are denied (or permitted) except as outlined in a specific list. This scenario is addressed by assigning state-specific attributes to the `Purpose` class. Then the allowed `Purpose` instances are set to true and all other instances are set to false.

For example, in Alaska, consent is required to collect DNA sample, perform DNA analysis, retain DNA sample or results, or disclose results except for the following cases:

- Public Safety DNA database
- Law Enforcement purpose
- Determining Paternity
- Screen Newborns
- Emergency Medical Treatment

An attribute is added to `Purpose` for `isAKConsentRequired` which can be set to true for these specific instances. (The official state abbreviation for Alaska is AK.) Within the `Medical` class, most instances under the `Therapeutic` subclass would have attribute set to true with only Emergency Medical Treatment set to false. A sample SWRL rule that would be invoked for Emergency Medical Treatment is as follows:

```swrl
makesRequest(?r, ?req), inState(?req, "AK"),
forResource(?req, ?resource), isGeneticResult(?resource, true), forPurpose(?req, ?pur), isAKConsentRequired(?pur, false), hasResponse(?req, ?resst), responseLevel(?resst, "State") -> isAllowed(?resst, true), decisionSource(?resst, "AK LAW 18.13.010"), hasRule(?resst, 23)
```

In this rule,
- `?r` is for the Requester of the Request
- `?req` is for the Request that links the various components, such as Subject, Purpose and Resource
- `?pur` is the Purpose that is associated with the Request
- `?resource` is for the “GeneticTestResults” part of the medical record
- `?resst` is the State Response object that is associated with the Request.

These SWRL statements are explained in Table II.

**Table II. Sample Broad Statement Rule – No Consent**

<table>
<thead>
<tr>
<th>SWRL Statement</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>makesRequest(?r, ?req)</td>
<td>Links Requester for the Request</td>
</tr>
<tr>
<td>inState(?req, &quot;AK&quot;)</td>
<td>Request is for Alaska</td>
</tr>
<tr>
<td>forResource(?req, ?resource)</td>
<td>Links Request with the Resource</td>
</tr>
<tr>
<td>isGeneticResult(?resource, true)</td>
<td>Restricts the rule to a Resource that is identified as a genetic test results</td>
</tr>
<tr>
<td>isAKConsentRequired(?pur, false)</td>
<td>Restricts the rule to Purposes that do not require consent</td>
</tr>
<tr>
<td>forPurpose(?req, ?pur)</td>
<td>Links Request with Purpose</td>
</tr>
<tr>
<td>hasResponse(?req, ?resst)</td>
<td>Links the Request with a Response to store answer</td>
</tr>
<tr>
<td>responseLevel(?resst, &quot;State&quot;)</td>
<td>Gets the Response for State level to store answers</td>
</tr>
<tr>
<td>-&gt; isAllowed(?resst, true)</td>
<td>Sets the State response to access is allowed</td>
</tr>
<tr>
<td>canOverride(?resst, false)</td>
<td>Sets the State Response to not allow override by organization</td>
</tr>
<tr>
<td>decisionSource(?resst, &quot;AK LAW 18.13.010&quot;)</td>
<td>Sets the State response to reflect the decision source as State law</td>
</tr>
<tr>
<td>hasRule(?resst, 23)</td>
<td>Sets the rule number to 23 for reference</td>
</tr>
</tbody>
</table>

The corollary rule that would be invoked for any other Medical purpose is as follows:

```swrl
makesRequest(?r, ?req), inState(?req, "AK"),
forResource(?req, ?resource), isGeneticResult(?resource, true), forPurpose(?req, ?pur), isAKConsentRequired(?pur, true), hasResponse(?req, ?resst), responseLevel(?resst, "State"), oblName(?pre, "ConsentRequired"), clauseName(?clause, "AKGeneticConsent") -> isAllowed(?resst, true), canOverride(?resst, true), decisionSource(?resst, "AK LAW 18.13.010"), hasPreCondition(?resst, ?pre), hasClause(?resst, ?clause), hasRule(?resst, 21)
```

The additional arguments from the previous example are:
- `?pre` is for a specific the Pre-Condition
- `?clause` is for the text in the designated consent clause
The SWRL statements that are different than the previous rule are explained in Table III.

A side effect of these rules is that Alaska state law does not define any situation where access is denied as long as consent is obtained.

### Table III. Sample Broad Statement Rule – Consent Required

<table>
<thead>
<tr>
<th>SWRL Statement</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>isAKConsentRequired(?pur, true)</code></td>
<td>Restricts the rule to Purposes that do require consent</td>
</tr>
<tr>
<td><code>oblName(?pre, &quot;ConsentRequired&quot;)</code></td>
<td>Gets the obligation that indicates consent is required</td>
</tr>
<tr>
<td><code>clauseName(?clause, &quot;AKGeneticConsent&quot;)</code></td>
<td>Gets the specific consent clause required in Alaska for access</td>
</tr>
<tr>
<td><code>hasPreCondition(?ress, ?pre),</code></td>
<td>Sets the State response to include the Consent Required condition</td>
</tr>
<tr>
<td><code>hasClause(?ress, ?clause),</code></td>
<td>Sets the State response to include the specific Consent Clause</td>
</tr>
<tr>
<td><code>hasRule(?ress, 21)</code></td>
<td>Sets the rule number to 23 for reference</td>
</tr>
</tbody>
</table>

## VI. Conclusion and Future Work

Our genetic privacy ontology was built directly from the applicable Federal and State laws without any pre-conceived boundaries or required elements. The work demonstrates the importance of a purpose-focused structure to appropriately link the various data elements necessary to permit or deny access to the genetic medical information. The ontology and previous prototype work allows the data collection to be directly integrated into EHRs. The next step will be validating an integrated EHR, ontology and prototype using operational data and genetic data requests to demonstrate the appropriate data protections are enforced. This comprehensive integration reduces the provider’s effort and provides access decisions in accordance with relevant laws, policies and regulations.
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Abstract—In this work, we report on the use of fiber Bragg gratings (FBGs) sensor for real-time in-situ temperature monitoring during Radio Frequency Thermal Ablation (RFTA) tumor treatment. In order to create a thermal multi-point measurement of the area to be treated, a proper sensing configuration was developed by instrumenting the RF commercial probe with more than 30 FBG sensors. The experiments were conducted on ex-vivo animal liver and kidney tissues and results confirm that the proposed setup is able to conduct a multi-point measurement and to distinguish between different and consecutive RF discharges with a temperature resolution of 0.1 °C and a minimum spatial resolution of 1 mm.

Keywords—Fiber Bragg Gratings (FBGs); Radio Frequency Thermal Ablation (RFTA); temperature monitoring.

I. INTRODUCTION

RFTA is a local treatment of small tumors that, by using RF current released by electrodes connected to a RF generator, locally induces a rapid temperature increase in the tissue affected by the tumor with resulting immediate necrosis of diseased tissues [1]. Real-time temperature monitoring during the treatment is essential in enabling surgeons to adapt RFTA parameters to the tumor size during surgery and consequently preserve as much healthy tissue as possible. Due to their small size, non-toxicity, chemical inertness, biocompatibility, flexibility and low cost, Fiber Bragg Gratings seems to be a good solution to monitor the temperature during the RF treatments [2].

In Section II, a novel setup to temperature monitoring during RFTA treatment is proposed and the results of a RF discharge on ex-vivo animal liver are shown, while in Section III the conclusion is reported.

II. EXPERIMENTAL SETUP AND RESULTS

The experimental setup is illustrated in Figure 1. In particular, in the blue box, the RFTA instrumentation is reported: the RF probe is powered by a 500 kHz generator (RITA 1500X®) producing up to 250 W of power. The laparoscopic bipolar RF device Habib 4x® was used, consisting of two pair of opposing electrodes with active ends of 6 cm in length. In the red box, it is also reported the optical interrogation of the FBGs’ sensor used to measure the reflected signal. This device consists of a commercial FBG interrogator in the range of 1500-1600 nm with a resolution of 1 pm and maximum sampling frequency of 1 Sample/s. Several commercial FBGs 1 mm long have been used. In order to correctly measure the temperature during the RF discharges, the FBGs were inserted in carbon fiber needles and properly fixed to the RF probe, as shown in Figure 2. Several measurements of the spatial temperature profile during multi-step RFTA discharges and the monitoring of the heat propagation on animal liver and kidney organs have been carried out confirming that the proposed setup is able to conduct a multi-point measurement and to distinguish between different and consecutive RF discharges with a temperature resolution of 0.1 °C and a minimum spatial resolution of 1 mm. For example, in Figure 3, the temperature is reported by a color map versus spatial sensor position along the axis parallel and perpendicular to the electrodes respectively (vertical axis in the graph) and time (horizontal axis).
III. CONCLUSION

Thanks to the FBG’s fast response time and small size, we were able to monitor temperature with a resolution of 0.1 °C during RF discharges. This mapping of the tissue temperature allowed the monitoring of the thermal dose delivered to the patient in real time and, at the same time, to avoid potentially adverse effects to the tissue adjacent to the target region.
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Abstract—One of the main causes of numerous health problems is a lack of physical activity. To promote a more active lifestyle, the Hanze University started a health promotion program. Participants were motivated to reach their daily goal of physical activity by means of an activity tracker in combination with two-weekly coaching sessions. Employing the data of the experiment, we investigated the manners in which the predictability of physical activity of a participant during the day can be improved. The collected step count data was used to construct personalised machine learning models, by taking into account the difference between physical activities during weekdays on the one hand and weekends on the other hand. The training of algorithms per participant in combination with the time-slices weekdays, weekend and the whole week improves the accuracy of the prediction model. The performance of the models improves even further when the individualised time-sliced models are combined. More contextual data, like free time and working hours, might even extend the accuracy. The use of personalised prediction models, based on machine learning and time slices, could become an addition in preventive personalized eHealth systems and mobile activity monitoring. For instance, this can constitute as a viable addition to a virtual coaching system to help the participants to reach their daily goal. As the individualised models allow for predictions of the progression of the physical activity during the day, they enable the virtual coaching system to intervene at the appropriate moment in time.

Keywords—preventive eHealth systems; monitoring physical activity; machine learning; prediction; virtual coach.

I. INTRODUCTION

An unhealthy lifestyle with insufficient daily physical activity shortens life expectancy. Not meeting the recommended level of physical activity is associated with 5.3 million decreases globally in 2008 [1]. Lack of physical activity is also associated with a decreased quality of life, lower levels of social participation, and disability to work. In the workplace employees with low and medium physical activity have a 2.4-3.5 fold higher rate of unplanned illness-related absenteeism compared to people who meet the Centers for Disease Control and Prevention (CDC) guideline of 150 min/week [2].

The negative effects of lacking physical activity have fostered a novel initiative at the Dutch University, Hanze University of Applied Sciences (HUAS). The university started an initiative to promote a healthy lifestyle and physical activity during the workday called (in Dutch): Het Nieuwe Gezonde Werken (The New Healthy Way of Working; HNGW). This initiative on promotion of a healthy lifestyle included a focus on the improvement of physical activity. Participants got an activity tracker to increase the awareness of their daily progress in achieving their goals in terms of numbers of steps. The daily feedback of the activity tracker was complemented with a fortnightly coaching session on the lifestyle and the physical activity. However, the feedback of the activity tracker and its platform didn’t provide the participant with timely personalised feedback. Neither was the coach timely informed with information on the participant to enable a personalised intervention. Furthermore, current activity trackers do not provide a probability of reaching the daily goal or take the difference between weekdays and weekend into account, although this difference is known for a different level of activity [3].

In this paper, we propose a personalised, flexible machine learning based model that enables personalized eHealth being supported by preventive systems on activity tracking. The personalised model enables feedback on a participant’s probability of reaching his or her daily activity goal. The first section introduces the state of the art on measuring activity levels, the use of machine leaning and monitoring. Subsequently, we describe the study on health promotion at HUAS, the collected dataset on daily physical activity of the participants, the method of statistical analysis of the results trained algorithms, and the selection and training of the algorithms. In the third section, we present the results of the training of the algorithms and the statistical analysis. The conclusion on the results and a short discussion on future work finish this paper.

II. STATE OF THE ART

Activity trackers provide a measure for the number of steps humans make and enable monitoring. Adding a step counter to physical therapy or counselling was effective in some groups [4] [5]. The collection of step data is not only effective for therapy or counselling, it is also an intervention mechanism in itself [6]. Only the fact of using an activity tracker could motivate physical activity and improvement of health [7]. To improve on physical activity in combination with activity tracking monitoring, coaching is helpful. Perceiving the information personal and in context and timely is important for the effectiveness of (e)Coaching [8]. The participant needs to receive the information and the advice while it is relevant. To the best of our knowledge no studies exist on the use of activity trackers in combination with machine learning...
algorithms to establish individualized models or studies on individualized models used in preventive systems on monitoring activity helping the participant to improve his or her physical behaviour.

III. METHODS

In this section, we present the study design of the HNGW, the data set we used to train the algorithms and the methods used for statistical analysis.

A. Study design

The study data stems from the HNGW project. Forty-eight healthy employees were recruited from the HUAS. The 48 participants were divided according to age, gender, BMI, and baseline self-reported health prior to being randomized into two groups. Group A followed a twelve-week health promotion intervention; the other group, group B, served as a control first and thereafter received the intervention. The outcome measures included, among other values, the daily steps. The daily steps were measured with the Fitbit Flex, which is known to be a trustworthy and valid activity tracker for step count and suitable for health promotion programs [9].

1) Data set: In order to prepare the available minute step data as input for training the algorithms, we followed a step-by-step approach. First, we performed a data pre-processing step to remove the incomplete records from the data set. We also eliminated all records per day whenever no step was gathered during that day. Second, we constructed an hourly summarised data set with several new derived variables representing:

   1) the day of the week (range 0 - 6)
   2) hour of day (range 0 - 23)
   3) week of the year (range 0-52)
   4) year (2014-2015)
   5) a cumulative sum of the steps per hour

Third, a workday is defined as the weekdays Monday till Friday. The normal working hours at the university are between 08:00AM and 05:00PM. The project tried to motivate the participants to walk at least a part of the distance they daily commute. As a consequence, the hours of interest are the combination of the working hours and commuting. Therefore, we sliced the dataset such that it only contains the number of steps per hour, per workday between 07:00AM and 06:00PM. Fourth, a weekend is defined as Saturday and Sunday. In order to enable comparison with the weekdays, we sliced the data set for the weekend in the same way as the workdays, per weekend day between 07:00AM and 06:00PM. Fifth, partial sum of steps per hour throughout the day was included. Sixth, a column was added comprising the average number of steps at 06:00PM calculated over all weeks. For this average the amount of steps between 7:00AM and 6:00PM was considered. This column was regarded as a threshold in order to determine the outcome column. Finally, we constructed a binary outcome variable based on the threshold.

2) Statistical Analysis: Four different algorithms were trained. To compare the performance of the algorithms, we used the confusion matrix method to classify the difference between the predicted value and the actual value. A confusion matrix provides an overview of the true positives (TP; a predicted a ‘true’ and the actual data contained a ‘true’), true negatives (TN; the model predicted a ‘false’ and the actual data was a ‘false’), false positives (FP; the model predicted a ‘true’ label, but the actual data was a ‘false’), and false negatives (FN; the model predicted a ‘false’ label, but the data was ‘true’) of a model. The confusion matrix served as a basis for the calculation of the performance measure F1-score [10].

The F1-score was calculated for each model, the F1-score has a range of zero to one, one is the best score. To calculate the F1-score, two other metrics known as the precision and the recall are used. Precision is the proportion of the true positives and the false negatives, and is calculated as \( \frac{TP}{TP + FP} \). Recall is the true positive rate, which is calculated as \( \frac{TP}{TP + FN} \). Using precision and recall, the F1-score is calculated as \( \frac{2 \cdot Precision \cdot Recall}{Precision + Recall} \).

B. Selection of algorithms

The goal is to predict, during the day, whether a participant will reach his daily number of steps. This is known as a classification problem. The selection of the best algorithm is a matter of trial and error. It is generally agreed upon that it’s not possible to determine the best performing algorithm upfront [11]. The general approach for solving this problem is very similar to the travelling salesman problem [12]. Although there are classes of algorithms which are more suitable for different types of problems. One of the biggest open-source community on machine learning, scikit-learn.org provides a ‘flowchart’ with rough indications which algorithms may perform best [13]. We choose four possibly well-performing algorithms: (i) ADAboost (ADA), (ii) Decision Tree (DT), (iii) Random Forest (RF), and (iv) Stochastic Gradient Descent (SGD). After splitting the data in a training- and a test set, the performance of each of the algorithms was calculated.

Firstly, based on the whole training set the F1-score of each algorithm was determined. Secondly, the algorithms were trained on the individualized training data utilizing three different time slices of the dataset and the trained algorithms were converted into to individualized time slice based models (TSM):

TSM1: work week (Monday-Friday)
TSM2: weekend (Saturday, Sunday)
TSM3: whole week (Monday-Sunday)

The result of the training was of 12 different models per participant (TSM 1-3 times the four algorithms ). Next the ranking and the overall best performing algorithm was determined.

Thirdly, for the three personalized time sliced models of the overall best performing algorithm, the F1-score was calculated using the complete data set. TSM 1 was used to calculate the
F1-score for the workweek, TSM 2 was used to calculate the F1-score for the weekend, and TSM 3 was used to calculate two F1-scores, respectively for the work week and for the weekend.

Fourthly, the combination of week F1-score and weekend F1-score of the diverse time slice models were studied on the performance.

IV. RESULTS

The group F1-scores per algorithm were for Random Forest 0.89, Decision Tree 0.88, ADAboost 0.69, and Stochastic Gradient Descent 0.44. Application of the individualized component and time slices slightly improved the performance. Only ADAboost showed big differences on the F1-score. Figure 1 displays the results of the average of the individual scores on the subsequent algorithms and time-slices.

Fig. 1. Average F1-score of the time-sliced models over all participants.

Table I represents the numbers of the average of the individual scores.

<table>
<thead>
<tr>
<th>TIME SLICE MODELS</th>
<th>ADA</th>
<th>DT</th>
<th>RF</th>
<th>SDG</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSM1</td>
<td>0.69</td>
<td>0.89</td>
<td>0.9</td>
<td>0.4</td>
</tr>
<tr>
<td>TSM2</td>
<td>0.69</td>
<td>0.88</td>
<td>0.89</td>
<td>0.53</td>
</tr>
<tr>
<td>TSM3</td>
<td>0.69</td>
<td>0.89</td>
<td>0.89</td>
<td>0.39</td>
</tr>
</tbody>
</table>

On a group level the best performing algorithm is Random Forest. The Random Forest based, individual time sliced models in different combinations resulted in diverse best combinations. Table II states the diverse combinations of the time slice models and the F1-score. For 29 participants there is one ideal combination, for 12 participants there are 2 best combinations and for 3 participants the diverse combinations of the time slice models perform equally. All combinations of different individualised time slice models outperformed the group result stated in Table II.

V. CONCLUSION

The individualisation of the machine learning models improved the F1-score in comparison to the group level F1-score. The best performing algorithm was the Random Forest algorithm. Application of the literature based thesis concerning the difference of physical activity between week days and weekend for training different algorithms improved the F1-score. It is recommended to construct time sliced weekend and week models per individual and calculate which combination of models performs best. To improve the performance of the individualised models in the future, contextual data that influences physical activity, like free time, regular physical activity, and illness, may be taken into account. The individualisation of the predictive models enables automated personalised timely coaching. The results of this paper will be applied in the preventive eHealth virtual coach platform as suggested by Blok et al. [14]. A possible future direction is to create a model per day per individual.
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Abstract—Lately, in literature, a few papers have been published on methods for solving patient planning problems involving uncertainty. Most authors consider very simple recourse actions, typically only counting the extra overtime resulting from unexpected delays. This is not very realistic in a real world setting, since one in practice wants to dynamically reschedule as unexpected events occur. To be able to perform as such, a scheduling system must address three main challenges: (1) enlarge its scope; (2) plan for uncertainty; and (3) solutions approach. In this paper, is discussed how the context-aware methodology can contribute as a solution to this problem, by enabling process support.
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I. INTRODUCTION

The majority of the hospitals use a so-called block-booking system when planning surgeries. In this system, a medical specialty is assigned to blocks denoting a specific amount of time, e.g., a day, in one Operating Room (OR). These blocks can be combined into cyclical Master Surgery Schedules (MSS), where every block is repeated after a fixed cycle. At the strategic level of block-booking system, the number of blocks assigned to the specialties and emergencies during a MSS cycle is determined. At the tactical level, OR-days are allocated to specialties in an MSS, such that the strategic allocation is met.

In recent years, approaches to solve MSS have become more complex, in the sense that they started to consider multiple resources and tackle uncertainty more accurately.

Uncertainties might come from different sources, such as processing times, demand/patient arrivals, no-show ups, personnel availability, etc.

Clearly, MSS affects the patient flow to downstream inpatient care units. Surgeries performed in each block of the MSS create a flow of patients through the Intensive Care Unit (ICU) to the ward, or directly from the OR to the wards, before they leave the hospital. The post-anesthesia care unit might be part or not of the OR department.

The development of an MSS module must address three main challenges:

1) **Enlarging the scope of the MSS:** MSS approaches embedded in commercial software consider only the impact of the MSS on operating theatre and operating staff; the goal here is to enlarge the scope to down-stream resources, such as the intensive care unit ICU and the general wards required by the patients. The solution module should be flexible enough to cope with different features that appear in different hospitals that interfere with the planning activities.

2) **Planning with uncertainty:** Surgical management processes are subject to high variability resulting in significant deviations between intended and actual performance of surgical plans. For instance, when surgeries take longer than predicted or emergency patients arrive, it often results in overtime and possible cancellation of surgeries. When planning at an aggregate level, uncertainties are usually neglected. The challenge is to anticipate the uncertainties and incorporate them during the MSS decision-making.

3) **Solution approaches:** The problem cannot be totally described in mathematical programming terms. The volatility of information (see previous point) makes it difficult to incorporate all uncertainty in a single solid deterministic model.

To tackle such challenges, a MMS module has to enable a fast and automated, fully context dependent, scheduling. In such scenario, context-aware systems present themselves as a promising approach.

This paper is divided in four section. In Section I, are presented the major challenges regarding scheduling in healthcare environments. In Section II, is presented a brief literature review on evidence that some of the health IT, currently implemented in clinical practice, lacks process support. In Section III, is presented the context-aware methodology, and, in Section IV, is discussed how this methodology can contribute to process support, and improvement of operational management. Section V concludes the article providing some ideas for future work.

II. BACKGROUND

A few papers have lately been published on methods for solving patient planning problems involving uncertainty. Significant improvements can be attained by doing this [1]-[4]. Exact methods, such as stochastic programming [1][2], or robust optimization [2] seem unable to solve problems of a realistic size within reasonable time. For this reason, some authors apply a "Sample Average Approximation" (SAA) approach, to speed up the calculation of recourse costs (i.e., the cost of handling unforeseen changes in the scheduling problem) [3][5]-[7]. Even more pragmatic approaches use
Column generation [6], simple heuristics [2], local search [8], or meta-heuristics like Simulated Annealing [5][8] or Tabu search [5]. These can be applied either to the original problem, to the SAA simplified problem, or to a modified problem including hedging on resource demand or availability [8].

Most authors consider very simple recourse actions, typically only counting the extra overtime resulting from unexpected delays. This is not very realistic in a real world setting, since one in practice wants to dynamically re-schedule as unexpected events occur. Only very few authors consider more advanced recourse actions [4][9].

Very little work has been done for integrated planning and scheduling under uncertainty for planning that covers more than a week into the future. The vast majority of hospitals do not consider data uncertainty at the planning level. However, such an approach can have substantial negative impact at the operational level and result in a suboptimal use of OR’s.

For obtaining robust schedules, that will anticipate possible disruptions, OR's planning should consider uncertainty. Bruni et al. [4] use stochastic programming to model uncertainty associated with arrival of emergency patients and duration of surgery. The authors also presented some recourse strategies that model reactive scheduling policies.

The problem of optimizing the assignment of surgeries and sufficient planned slacks to the operating days such that the risk of working overtime is minimized, no surgeries are cancelled and operating room utilization is improved is addressed by [8]. The problem is solved by Local Search and improvement heuristics.

Other models, that create MSSs with levelled bed occupancy in downstream units, are presented in [10][11]. Both the number of patients and the length of stay in the hospital are assumed to be stochastic. Beliën and Demeulemeester [10] aim to minimize the expected bed shortage. The problem is solved by mixed-integer programming and Simulated Annealing. Fügener et al. [11], concentrate on inpatient flow and define a model to calculate, for a given MSS, the expected distributions of recovering patients in the downstream units. Based on this, it is proposed an approach for planning the MSS with the objective to minimize downstream costs by levelling bed demand and reducing weekend bed requests. The main distinction between the two papers is that [10] only allows one downstream resource, while [11] models multiple downstream units.

A multistage stochastic mixed-integer programming formulation for the assignment of surgeries to operating rooms over a finite planning horizon is proposed in [12]. Demand for and the duration of surgery are random variables and the objective is to minimize expected cost of surgery cancellations, patient waiting time, and operating room overtime.

It should be emphasized again, that the master surgery schedules are usually performed manually at the hospitals, without any type of systems to support the decision making. It should be performed with a given periodicity. The underlying method to generate MSS that levels the workload and increases the efficiency of the surgical nursing wards, without deteriorating the OR department’s efficiency, is based on simulation-optimization.

The above-described work identifies common signs that the implemented technology lacks process support. To complete care processes, health personnel work as a team, performing high risk tasks under uncertainty, and time pressure, dependent on a wide and reliable communication infrastructure for exchanging different kinds of data, such as patient reports, lab tests and working shifts, together with text, voice and alarm services. The management of this information is difficult and requires considering a wide variety of problems that should be avoided in order to properly meet the needs of hospital professionals. Context-awareness can provide the necessary knowledge for health IT to reduce inefficiencies and manage complexity.

III. MATERIALS AND METHODS

Let us start by defining “context”. To define “context”, some of the definitions given by the research community [13]-[17] over the years were investigated, and it is concluded that the most suitable definition for our research is [18]:

“Context is any information that can be used to characterize the situation of an entity. An entity is a person, place, or object that is considered relevant for the interaction between a user and an application, including the user and applications themselves.”

This definition shows the importance of which information is relevant or not in a context-sensitive system. A context-sensitive system could, therefore, be defined as a system allowing interactions between multiple entities using relevant information. Abowd et al. [18], state that: “A system is context-aware if it uses context to provide relevant information and/or services to the user, where relevancy depends on the user’s task”. This definition shows that a context-sensitive system can change its behavior and send some relevant information according to the context, which reflects our view.

The trend in the health IT field has been to push as much information as possible to the users, in order to provide more sophisticated and useful services while, at the same time, making users more available. During a preliminary research study on the AwareMedia system [19], a classification that splits the above listed information along three main axes is suggested:

- Social awareness: 'where a person is', 'activity in which a person is engaged in', 'self-reported status';
Spatial awareness: 'what kind of operation is taking place in a ward', 'level of activity', 'status of operation and people present in the room';
Temporal awareness: 'past activities', 'present and future activities' that is significant for a person.

A context-aware system, as shown in Figure 1, comprises two main modules:
- Context engine: This module interfaces with other information systems and devices to collect raw data. These are then fed to an analyzer to classify raw data and generate context data.
- Rules engine: This module acts as filter between the data and the user. By applying a set of pre-defined conditions that define what, when, and to who the information must be presented. Such rules can be defined manual or automatically.

The adoption of context-aware systems based on these definitions is growing in a variety of domains, such as smart homes, airports, travel/entertainment/shopping, museum, and offices, as mentioned in [20].

IV. DISCUSSION AND CONCLUSIONS
Health IT usability, and adoption in daily practice is closely related to the systems’ semantic and technological interoperability. This requires the systems to provide a comprehensive platform for process support. On the other hand, to provide this platform, structured knowledge that is not currently available in the Electronic Health Record (EHR) systems in use in most Norwegian hospitals would be required.

V. FUTURE WORK
Technological interoperability can be achieved by describing clinical guidelines using standardized languages. The context-aware methodology described Section III can support both the knowledge and technological interoperability required.

A context-aware system can collect data not only from the EHR, but also from the other IT implemented at the hospital. Such data can then be made available in different patient settings, and processed according to rules, to generate new knowledge. A context-aware system can also learn from the user interaction with the system to automatically improve his/her experience. In this manner, a context-aware system is able to provide process support by analyzing process related data of two categories: (1) “what is done”; (2) “how it is done”.

The progression of a patient in a clinical process is determined by the completion of the tasks that compose the same process. However, EHR systems are not always updated on the tasks’ completion as different individuals evidence different work patterns. If technology is able to separate the process related data as described above, then it becomes possible to achieve adaptive workflows.
“What is done” can be described by translating clinical guidelines using a standardize language like OpenEHR archetypes.

“How it is done” can be achieved by using machine-learning techniques, fed with context data, to adjust the clinical guideline to the individual user work pattern. The semantic interoperability is achieve through the definition of the data required to support workflow on the individual level to bring both concepts together using OpenEHR archetypes. An illustration of the system architecture is presented in Figure 2.

Context-awareness allows health IT to provide process support by managing the complexity inherent to clinical processes while supplying the technology with the process standards required to ensure usability.
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Abstract—Big Data technologies have a great potential in transforming healthcare, as they have revolutionized other industries. In addition to reducing the cost, they could save millions of lives and improve patient outcomes. Heart Failure (HF) is the leading death cause disease globally. The social and individual burden of this disease can be reduced by its early detection. However, the signs and symptoms of HF in the early stages are not clear, so it is relatively difficult to prevent or predict it. The main objective of this paper is to propose a model to predict patients with HF using a multi-structure dataset integrated from various resources. The underpinning of our proposed model relies on studying the current analytical techniques that support heart failure prediction, and then build a model based on Big Data technologies. To achieve this, we extracted different important factors of heart failure from King Saud Medical City (KSUMC) system, Saudi Arabia, which are available in structured, semi-structured and unstructured format. Unfortunately, a lot of information is buried in unstructured data format. We applied some pre-processing techniques to enhance the parameters and integrate different data sources in Hadoop Distributed File System (HDFS). Then, we applied data-mining algorithms to discover patterns in the dataset to predict heart risks and causes. Finally, the analyzed report is stored and distributed to get the insight needed from the prediction.

Keywords- Big Data; Hadoop; Healthcare; Heart Failure; Prediction Model.

I. INTRODUCTION

In recent years, a new hype has been introduced into the information technology field called ‘Big Data’. Big Data offers an effective opportunity to manage and process massive amounts of data. A report by the International Data Corporation (IDC) [1] found that the volume of data the whole humanity produced in 2010 was around 1.2 Zettabytes, which can be illustrated physically by having 629.14 Million 2 Terabytes external hard drives that can fill more than 292 great pyramids. It has been said that ‘data is the new oil’, so it needs to be refined like the oil before it generates value. Using Big Data analytics, organizations can extract information out of massive, complex, interconnected, and varied datasets (both structured and unstructured) leading to valuable insights. Analytics can be done on big data using a new class of technologies that includes Hadoop [2], R [3], and Weka [4]. These technologies form the core of an open source software framework that supports the processing of huge data sets. Like any other industry, healthcare has a huge demand to extract a value from data. A study by McKinsey [5] points out that U.S. spend at least 600$ - 850$ billion on healthcare. The report points to the healthcare sector as potential field where valuable insights are buried in structured, unstructured, or highly varied data sources that can now be leveraged through Big Data analytics. More specifically, the report predicts that if U.S. healthcare could use big data effectively, the hidden value from data in the sector could reach more than 300$ billion every year. Also, according to the ‘Big Data cure’ published last March by MeriTalk [6], 59% of federal executives working in healthcare agencies indicated that their core mission would depend on Big Data within 5 years.

One area we can leverage in healthcare using Big Data analytics is Heart Failure (HF); HF is the leading cause of death globally. It is the heart's inability to pump a sufficient amount of blood to meet the needs of the body tissues [7]. Despite major improvements in the treatment of most cardiac disorders, HF remains the number one cause of death in the world and the most critical challenges facing the healthcare system today [8]. A 2015 update from the American Heart Association (AHA) [9] estimated that 17.3 million people die due to HF per year, with a significant rise in the number to reach 23.6 million by 2030. They also reported that the annual healthcare spending would reach $320 billion, most of which is attributable to hospital care. According to World Health Organization (WHO) statistics [10], 42% of death in 2010 (42,000 deaths per 100,000) in the Kingdom of Saudi Arabia (KSA) were due to cardiovascular disease. Also, in KSA, cardiovascular diseases represent the third most common cause of hospital-based mortality, second to accidents and senility.

HF is a very heterogeneous and complex disease which is difficult to detect due to the variety of unusual signs and symptoms [11]. Some examples of HF risk factors are: breathing, dyspnea, fatigue, sleep difficulty, loss of appetite, coughing with phlegm or mucus foam, memory losses, hypertension, diabetes, hyperlipidemia, anemia, medication, smoking history and family history. Heart failure diagnosis is typically done based on doctor's intuition and experience rather than on rich data knowledge hidden in the database which may lead to late diagnosis of the disease. Thus, the effort to utilize clinical data of patients collected in databases...
to facilitate the early diagnosis of HF patients is considered a challenging and valuable contribution to the healthcare sector. Early prediction avoids unwanted biases, errors and excessive medical costs, which improve quality of life and services provided to patients. It can identify patients who are at risk ahead of time and therefore manage them with simple interventions before they become chronic patients. Clinical data are available in the form of complex reports, patient’s medical history, and electronic test results [12]. These medical reports are in the form of structured, semi-structured and unstructured data. There is no problem to use structured data for risk prediction model. But, there is a lot of valuable information buried in unstructured data format because this data is very discrete, complex, multidimensional and noisy [13]. In our study, we collected patient’s reports from a well-known hospital in Saudi Arabia: Kind Saud University Medical City (KSUMC).

The objective of our research is to mine the useful information from these reports with the help of cardiologists and radiologist to design a predictive model that will give us the prediction of HF. The paper is organized as follows. Section II introduces the related work. Section III describes the proposed architectural model and each process involved. In Section IV, the proposed research methodology is explained. The conclusion and future work of this research are found in Section V.

II. LITERATURE REVIEW

Big Data predictive analytics represents a new approach to healthcare, so it does not yet have a large or significant footprint locally or internationally. To the best of our knowledge, no prior work has investigated the benefits of Big Data analytics techniques in heart failure prediction problem. A work by Zolfaghari et al. [14] proposed a real-time Big Data solution to predict the 30- day Risk of Readmission (RoR) for Congestive Heart Failure (CHF) incidents. The solution they proposed included both extraction and predictive modeling. Starting with the data extraction, they aggregate all needed clinical & social factors from different resources and then integrated it back using a simple clustering technique based on some common features of the dataset. The predictive model for the RoR is formulated as a supervised learning problem, especially binary classification. They used the power of Mahout as machine learning based Big Data solution for the data analytics. To prove quality and scalability of the obtained solutions they conduct a comprehensive set of experiments and compare the resulted performance against baseline non-distributed, non-parallel, non-integrated dataset results previously published. RoR for CHF gained the interest of researchers due to their negative impacts on healthcare systems' budgets and patient loads. Thus, the development of predictive modeling solutions for risk prediction is extremely challenging. Prediction of RoR was addressed by, Vedomske et al. [15], Shahet al. [16], Royet al. [17], Koulaouzidis et al. [18], Tugermanet al. [19], and Kang et al. [20]. Although our studied problem is fundamentally different, as they are all using structure data; nevertheless, our proposed model could benefit from the proposed large-scale data analysis solutions.

Panahiazar et al. [21] applied decision trees, Random Forests, Adaboost, SVM and logistic regression to a dataset extracted from the EHR of the Mayo Clinic. The dataset included 5044 HF patients admitted to the Mayo Clinic from 1993 to 2013. For each patient, 43 predictor variables, expressing demographic data, vital measurements, lab results, medication, and comorbidities, were recorded. The class variable corresponded to mortality status, consequently, three versions of the dataset were created, each one corresponding to survival period (1-year, 2-year, 5-year). 1560 instances out of 5044 were used for training and the rest 3484 instances for testing. The authors observed that logistic regression and Random Forests were more accurate models compared to others, also, among the scenarios, the best prediction accuracy was 87.12%.

Saqlain et al. [22] worked on 500 HF patients from the Armed Forces Institute of Cardiology (AFIC), Pakistan, in the form of medical reports. They started by manually applying pre-processing steps to transform unstructured reports into the structured format to extract data features. Then they perform multinominal Naïve Bayes (NB) classification algorithm to build 1-year or more survival prediction model for HF diagnosed patients. The proposed model achieved an accuracy and Area under the Curve (AUC) of 86.7% and 92.4%, respectively. Even though the above model is based on some attributes extracted from the unstructured data, they used a manual approach to achieve this. On the other hand, our model deals with unstructured data by automatically recognizing attributes using Machine Learning (ML) approaches without the need for a radiologist opinion. A scoring model for HF diagnosis based on SVM were proposed by Yang, G. et al. [23]. They applied it to a total of 289 samples clinical data collected from Zhejiang Hospital. The sample was classified into three groups: healthy group, HF-prone group, and HF group. They compared their results to previous studies which showed a considerable improvement for HF diagnosis with a total accuracy of 74.44%. Especially in HF-prone group, accuracy reaches 87.5%, and this implies that the proposed model is feasible for early diagnosis of HF. However, accuracy in the HF group is not satisfactory due to the absence of symptoms and signs and also due to the high prevalence of conditions that may mimic the symptoms and signs of heart failure.

More studies are listed in Table 1, which were collected and summarized as recent analytics techniques and platform to predict heart failure. The table shows that supervised learning technique is the most dominant techniques in building HF prediction model, also Weka and Matlab are the preferable platforms to build HF prediction model. The literature presented above shows a gap in multi-structured predictors for HF prediction and data fusion which will be our main task. It is easy to observe that our effort is orthogonal to this related work but, unlike us, none of these works deal with the problem semi-structured or unstructured HF predictor variable. They did not generate Big Data analytics prediction model, nor do they perform on large scale or distributed data.
<table>
<thead>
<tr>
<th>Author</th>
<th>Prediction Technique Used</th>
<th>Platform</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zolfaghar et al. (2013)</td>
<td>Logistic regression, Random forest</td>
<td>Mahout</td>
<td>BD solution to predict the 30- day RoR of HF</td>
</tr>
<tr>
<td>Meadam et al. (2013)</td>
<td>Logistic regression, Naive Bayes, Support Vector Machines</td>
<td>R</td>
<td>Evaluation preprocessing techniques for Prediction of RoR for CHF Patients</td>
</tr>
<tr>
<td>Yang et al. (2010)</td>
<td>support vector machine (SVM)</td>
<td>n/a</td>
<td>A heart failure diagnosis model based on support vector machine</td>
</tr>
<tr>
<td>Panahizaz et al. (2015)</td>
<td>Decision trees, Random Forests, Adaboost, SVM and logistic regression</td>
<td>n/a</td>
<td>Using EHRs and Machine Learning for Heart Failure Survival Analysis</td>
</tr>
<tr>
<td>Donzé et al. (2013)</td>
<td>Cox proportional hazards</td>
<td>SAS</td>
<td>Avoidable 30-Day RoR of HF</td>
</tr>
<tr>
<td>Zolfaghar et al. (2013)</td>
<td>Naive Bayes classifiers</td>
<td>R</td>
<td>Intelligent clinical RoR of HF calculator</td>
</tr>
<tr>
<td>Bian et al. (2015)</td>
<td>Binary logistic regression</td>
<td>n/a</td>
<td>Scoring system for the prevention of acute HF</td>
</tr>
<tr>
<td>Suzuki et al. (2012)</td>
<td>logistic regression</td>
<td>SPSS</td>
<td>Scoring system for evaluating the risk of HF</td>
</tr>
<tr>
<td>Auble et al. (2005)</td>
<td>Decision tree</td>
<td>SPSS</td>
<td>Predict low-risk patients with HF</td>
</tr>
<tr>
<td>Pocock et al. (2005)</td>
<td>Cox proportional hazards</td>
<td>n/a</td>
<td>Predictors of Mortality and Morbidity in patients with CHF</td>
</tr>
<tr>
<td>Miao, Fen et al. (2014)</td>
<td>Cox proportional hazards</td>
<td>R</td>
<td>Prediction for HF incidence within 1-year</td>
</tr>
<tr>
<td>Dangare et al. (2012)</td>
<td>Decision Trees, Naive Bayes, and Neural Networks</td>
<td>Weka</td>
<td>HD prediction system using DM classification techniques</td>
</tr>
<tr>
<td>Rupali R. Patil (2014)</td>
<td>Naive Bayes classifiers</td>
<td>MATLAB</td>
<td>HD prediction system</td>
</tr>
<tr>
<td>Wu, Jionglin et al. (2010)</td>
<td>Logistic regression, SVM, and Boosting</td>
<td>SAS, R</td>
<td>HF prediction modeling using EHR</td>
</tr>
<tr>
<td>Zebardast et al. (2013)</td>
<td>Generalized Regression Neural Networks</td>
<td>MATLAB</td>
<td>Diagnosing HD</td>
</tr>
<tr>
<td>Guru et al. (2007)</td>
<td>Neural network</td>
<td>MATLAB</td>
<td>HD prediction system</td>
</tr>
<tr>
<td>R, Chitra and V, Seenivasagam (2013)</td>
<td>Cascaded Neural Network</td>
<td>n/a</td>
<td>HD Prediction System</td>
</tr>
<tr>
<td>K. Srinivas et al. (2010)</td>
<td>Naive Bayes classifiers</td>
<td>Weka</td>
<td>DM technique for prediction of Heart Attacks</td>
</tr>
<tr>
<td>Saqlain et al. (2016)</td>
<td>Naive Bayes</td>
<td>n/a</td>
<td>Identification of HF using unstructured data of Cardiac Patients</td>
</tr>
<tr>
<td>Strove, Sigurd et al. (2004)</td>
<td>Structured prediction (Bayesian network)</td>
<td>HUGIN</td>
<td>Decision Support Tools in Systolic HF Management</td>
</tr>
<tr>
<td>C. Ordonez (2006)</td>
<td>Association rules</td>
<td>n/a</td>
<td>HD Prediction</td>
</tr>
<tr>
<td>M. Akhil Jabbar et al. (2012)</td>
<td>Gini index, Z-statics &amp; genetics algorithm</td>
<td>n/a</td>
<td>Decision Support System for HD prediction</td>
</tr>
<tr>
<td>K. Chandra Shekar et al. (2012)</td>
<td>association rule mining and classification</td>
<td>Java</td>
<td>Algorithm for prediction of HD</td>
</tr>
</tbody>
</table>
Figure 1. HF Prediction Model.
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III. PROPOSED ARCHITECTURE

Predictive analysis can help healthcare providers accurately expect and respond to the patient needs. It provides the ability to make financial and clinical decisions based on predictions made by the system. Building the predictive analysis model includes various phases as mentioned in the literature. (Figure 1 shows the complete architecture of the proposed model).

IV. PROPOSED METHODOLOGY

In the following, we will describe the adaptive methodology and each step towards our proposed model.

A. Data Collection

In collaboration with King Saud Medical City (KSUMC) system located in Riyadh, Saudi Arabia all needed clinical and demographic data were adopted to evaluate the performance of the proposed hybrid method in identifying HF risk in patients. The dataset contained 100 real patient records extracted form KSUMC electronic health record (EHR) with approval from KSUMC administrative office. The selected sample covers most distribution domain from different ages and different sociodemographic. At the same time, validation of the selected dataset was achieved by consolidating some cardiologist and data scientist. The selected dataset has many noises such as missing values and misidentified attributes. The output values were categorized into two labels denoted as Non-HF (meaning HF is absent) and HF (meaning HF is present). One of the major steps is the distillation of data, which responsible of determining the subset of attributes (i.e., predictor variables) that has a significant impact in predicting patient with HF from the myriad of attributes present in the dataset. In our study, the definitions and categories of the HF attributes are summarized in Table 2.

B. Data Preprocessing

In this phase structured, semi-structured, and unstructured data are accumulated, cleansed, prepared, and made ready for further processing.

TABLE 2. SELECTED ATTRIBUTED FROM THE DATASET

<table>
<thead>
<tr>
<th>Structured</th>
<th>Demographics</th>
<th>Feature</th>
<th>Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>Nominal</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>Numerical</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Place of birth</td>
<td>Nominal</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Semi-Structured</th>
<th>Clinical indications / History</th>
<th>Feature</th>
<th>Format</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension</td>
<td>String</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anemia</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Chronic</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kidney Disease</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOB</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Swilling hands</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cough</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Previous CHF</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Un-Structured</th>
<th>Front CXR</th>
<th>Back CXR</th>
<th>Side CXR</th>
</tr>
</thead>
<tbody>
<tr>
<td>64 Features (Haar)</td>
<td></td>
<td>61 Features (LBP)</td>
<td></td>
</tr>
</tbody>
</table>

- Raw structured information has some missing values and written in different formats during information entry or management, we had to do screening before data analyzing. Those data with too many missing attributes were all wiped off when we selected the sample set. Also, all data formats were standardized, see Table 3.
- Apply text analysis techniques on the semi-structured dataset to get the needed information. Two steps were applied to the text to process the data, stop word removal and stemming. Stop word removal - illustrated in Figure 2 - helped in removing all common words, such as ‘a’ and ‘the’ from the text. Next, Porter algorithm was used as the stemmer to identify and remove the commoner morphological and inflexional endings from words [24].
- Extracting all needed features from the unstructured dataset, which includes 3 types of Chest X-Ray (CXR) images (front CXR, back CXR, and side CXR) using MATLAB. Haar wavelet and local binary pattern (LBP) were applied to over 150 CXR images. Haar was used since it is the fastest technique that can be used to calculate the feature vector [25]. This was performed based on applying the Haar wavelet four times to divide the input image into 16 sub-images, illustrated in Figure 3. 64 features that include Energy, Entropy, Homogenous as 3D XYZ were found using Wavelets features, see Figure 4.

On the other hand, LBP has been found to be a powerful and simple feature yet very efficient texture operator which labels the pixels of an image by calculating each pixels’ neighborhoods’ thresholding then considers the result as a binary number. 61 features were found using LBP. Principle component analysis (PCA) was applied to properly rank and compute the weights of the features to find the most promising attributes to predicate HF from 64 / 61 features found. The selected attributes were used to train the classifiers to get a better accuracy.

TABLE 3. UNSTANDARIZED STRUCTRED DATA

<table>
<thead>
<tr>
<th>Age</th>
<th>Sex</th>
<th>P_B</th>
<th>Diagnosis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>045Y</td>
<td>Female</td>
<td>Riyadh</td>
</tr>
<tr>
<td>2</td>
<td>62</td>
<td>F</td>
<td>?</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>098</td>
<td>male</td>
<td>riy</td>
</tr>
</tbody>
</table>

Table 3. Explanatory Data: Label
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C. Data Storage and Fusion

After pre-processing the data and extracting all the needed attributes, the statistics feature from CXR scan images with other attributes will be integrated using Big Data tools to generate the needed data that will be used for training and testing & finally produce the predictive model. We leverage the power of Hadoop as a framework for distributed data processing and storage. Hadoop is not a database, so it lacks functionality that is necessary for many analytics scenarios. Fortunately, there are many options available for extending Hadoop to support complex analytics, including real-time predictive models such as Weka (Waikato Environment for Knowledge Analysis), which we used in our study. We added distributedWekaHadoop to Weka, which works as a Hadoop wrapper for Weka.

D. Data Classification

In this study, each set of the data (Structured, Semi-structured, and Unstructured) trained and tested using data mining algorithms in Weka. Knowledgeflow was used in Weka which presents, a workflow inspired interface, see Figure 5. Data was trained using two state-of-the-art classification algorithms including, SVM and Decision Tree. In the end, accuracy, precision, recall and, Area under the Curve (AUC) were used as performance measures. We get all these measures by using confusion matrix because it contains all True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN) assessments.

V. CONCLUSION AND FUTURE WORK

Big Data analytics provides a systematic way for achieving better outcomes like availability and affordability of healthcare service to all members of the population. Non-Communicable Diseases like Heart Failure is one of the major health hazard in the KSA. By transforming various health records of HF patients into useful analyzed result, this analysis will make the patient understand the complications that can occur.

The literature shows a gap in multi-structured predictors for HF prediction and data fusion, which is our main task. It is easy to observe that our effort is orthogonal to this related work but, unlike us, none of these works deal with the problem semi-structured or unstructured HF predictor variable. They did not generate Big Data analytics prediction model, nor do they perform on large scale or distributed data.

Combining structured dataset (sociodemographic), semi-structured dataset (cardiology diagnoses), and unstructured dataset (Patient X-ray images) is a very hard task. In this research, data fusion played a vital role in combining multi-structured datasets. The goal of this research deals with the study of HF predication in healthcare industry using Big Data analytics technique. The design of predictive analysis model of HF may give enhanced data and analytics for better results in healthcare.

As future work, we will use a larger dataset for training. We will also incorporate more medical data into the model, better simulating how a cardiologist makes a decision. Finally, we will use different data mining techniques to extract the buried information from the patient semi-unstructured/unstructured reports.
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Abstract— The implementation and support of proper lifestyle is a key factor in preventing chronic diseases and also in the management of already manifested ones. This paper presents a CLIPS (C Language Integrated Production System) based framework that can be used to develop expert systems for assisting users to learn a proper lifestyle. The relevance and applicability of this system is shown in the domains of diet and exercise based lifestyle management and workplace related ergonomics. Preliminary results show that the framework can properly evaluate the formulated basic knowledge bases and is suitable for the tasks intended.
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I. INTRODUCTION

Lifestyle is a key factor in the prevention and management of chronic diseases [1]. A shortage of manpower in professions aiding people to “live a healthy life” (e.g., doctors, dietitians, ergonomists, etc.) have surfaced recently, and is growing gradually, as the number of treatments to be done is increasing faster than that of such experts [2]. A Lifestyle Coach Framework, aimed at improving people’s way of living, was developed for creating expert systems that could be used in solving these problems. With this framework, targeting general audiences is possible, just as well as focusing on specific patient groups, like diabetics. Two areas, logging-based diet and exercise oriented assessment, and workplace ergonomics were investigated. Their common ground is that for both, evaluation of user behavior can be achieved by analyzing events with expert systems (which differ only in the knowledge used).

Expert systems (ES) have been used in many application areas (e.g., operations, production, finance, etc.), healthcare and medical cases included. From the different approaches on the demanding task of how to transform human knowledge into computer comprehensible data, the most dominant solution has been applying a rule-based system [3]. Interestingly, the aforementioned research inspected about 300 expert systems from the last 30 years, yet it seems, that none of them addressed the problem of daily lifestyle assessment.

In the treatment of diseases affecting considerable masses in modern societies, changing lifestyle was identified as a key component. Carelessness has a huge impact on life quality, as developing harmful conditions is strongly related to living unruly, unhealthy lifestyles. The Lavinia Lifestyle Application [4] serves as a tool for users to log their daily nutrition and medicine intake, and their physical activity. Analyzing the data acquired in this way, by using the knowledge of dietary experts, could improve the effective assessment of users’ lifestyles.

Computer based work, already in the early years of the 2000s, was found to be dominant in developed countries [5]. This extensive use of computers results in workers sitting for most of their shifts [6], but research has shown, that by investigating working environments and improving workplace ergonomics, the negative effects of this prolonged sedentariness can be reduced effectively [7]. Yet, in that case, participants were in direct contact with (ergonomist) experts, which, although desirable, on global scale could be found infeasible and/or unprofitable, so computerizing and automating this procedure could serve as a good alternative.

Section II details the methods used, Section III describes the framework developed, and in Section IV the two modules are presented. In Section V, preliminary results are shown, while Section VI addresses the conclusions and future work.

II. METHODS

A. Expert Systems

There are different approaches on implementing expert systems (case-based reasoning, fuzzy logic, genetic algorithms, etc.), but for lifestyle assessment a rule-based ES is sufficient, as the experts of the related fields (e.g., dietitians, ergonomists) can usually express their knowledge in the form of IF-THEN like rules. Rules are applied on facts (statements describing the current state of the system, and the new events) by an inference engine, to deduce new facts and provide explanation, if needed. An advantage of using such an expert system is that updating the knowledge base can be easily done, as it is separated from the reasoning engine, so changes in it will not affect basic functionality of the system.

The sources of the rules used in the lifestyle management module are dietitian experts who participated in the clinical trials related to the development of Lavinia, as there are numerous different recommendations and standards to otherwise choose from. For evaluating user postures, RULA
(Rapid Upper Limb Assessment) [8], a generally accepted scoring method for measuring physical load on office workers, is selected. One of its advantages is that it rates not just the postures themselves, but also considers how much time is spent in them.

B. Modelling Time

For many problems addressed by expert systems, the temporal relations of facts are not relevant. In lifestyle assessment, however, time has an impact on making decisions: for example, a fact like “the user has exercised today” should be handled differently, whether if it is the first or the 7th occasion in a week (as the latter is a greater achievement). Handling time passing is crucial, as there may be facts that have lost their actuality and thus should be updated or removed, while others may have to be inserted after specific time intervals have passed: a fact like “the user ate fish today” should change to “the user ate fish yesterday” on the next day.

This “time problem” has another aspect: the time concept for logging events is different from the one used by experts. The former is assigning a specific timestamp to every event, while experts tend to refer to events from the present time (e.g., “Yesterday the patient ran 5 km”). To solve this semantic gap, the framework uses relative timestamps (fact ages). When inserted, facts have an age of 0, which then can be updated by aging rules as many times as needed. These rules activate (fire) when given signaling facts (that indicate the passing of a specific time interval) are inserted. In order to allow the usage of various measures of time (e.g., week, day, hour), the framework is currently able to handle two different time dimension configurations (one for each module created). The first one is for applications in which the shortest interval required is one hour, and longest is a week. This case, used in Section IV A, has time units “hour”, “day” and “week”. The other one is suitable when the minimal interval is one minute, and the maximal does not exceed a day. This setting, applied in Section IV B, offers two units: “minute” and “hour”.

C. Validation and Testing

Once a sufficient number of rules have been formulated, their proper validation is needed, by field tests, if possible, or by using Turing test-like blind evaluation, when both the system’s and expert’s outputs for the same input are evaluated by other experts, without knowing who is performing.

For expert systems, simulation of user behavior is needed to provide the necessary input. Using time configurations allows accelerating this evaluation process: after inserting the relevant facts for a given time interval (minute, day, etc.), a fact stating that the current interval is over can be inserted, and the test can continue with the next one. This way, even data spanning a year can be processed in some minutes.

For the lifestyle management module, former user logs of the Lavinia Lifestyle Application are available and can be used for testing. For the workplace ergonomics part, video recordings from office work surveillance/monitoring could be used for the same purpose.

III. The Framework

From the available expert system solutions, CLIPS (C Language Integrated Production System) [9] was chosen to serve as a basis, as it has already proved its value (e.g., in NASA’s space shuttle missions [10], security purposes [11]), and for its advantages such as being a public domain software, having low resource needs and for supporting portability (C code). With regard to the portability offered, the framework is based on C++ language. An overview of the framework developed is shown in Figure 1.

The CLIPS runtime is responsible for evaluating rules and facts. The event dispatcher inserts the incoming facts from the interface into CLIPS and to the database (DB). It also stores the output of CLIPS (facts deducted) in the database, and based on it, forwards any messages to the interface, if needed. The database is not used for only modelling the problem, it serves as a backup on CLIPS’ work memory. It can be used for initialization, when a former state of the system is to be reconstructed, and for debugging purposes, to investigate the validity of the reasoning. The main entities of this database are the following:

- rule, fact and event tables – containing the defined rules, facts and events
- rule_fact table – storing the connection of facts and the rules that deduced them.
- rset and rule_set tables – allowing rules to be sorted into groups. This provides the ability to change which rules are currently used. E.g., apply different rules for diabetics and healthy people.
- rule_gui table – storing the messages to be displayed, for given rules.

The interface (using Google Protobuf [12]) is for other applications to use, when modifications in the expert system are needed, and to receive its responses. There are two groups of Protobuf messages: control and event. Control messages can be used to manage the expert system, e.g., INTERVAL_PASSED “orders” the expert system to age facts by the shortest time unit configured. An event can be of two types, fact or consequence: the former is for inserting new facts (module specific system input), the latter is for outgoing communication (e.g., displaying messages). The structure of Protobuf messages is shown in Figure 2, where the possible fact values are for the lifestyle management module.
For the work ergonomics module, a similar structure is used, with the same controls and event types, but of course, it uses different fact types that are relevant to the ergonomic evaluation of user behavior.

IV. APPLICATION DOMAINS

A. Lifestyle Management

To analyze the user logs provided by Lavinia, an expert system module was developed with the framework presented in Section III, that applies rules formulated by dietitians.

An example for such a rule is “For exercising on every day in the last week, the user is to be complimented”. Defining a rule checking the last 7 days for exercises done is simple with this framework: when the sufficient number of facts having the required ages (0, 1, …, 6 days) is found, the compliment is sent. (This, of course, requires logging the exercises and forwarding this information to the system.) To avoid bombing the user with the same message repeatedly (as the notification requirements are met), after the rule has fired and the first compliment is sent, a new fact stating the completion of the feedback is deducted (see Figure 3). This rule, however, is to be removed after a specific time interval, to make complimenting possible again. This, as the new rule by definition has an age when created, is achieved by adding a simple removal rule.

Another rule, requiring a different approach, is “If user’s daily fiber intake reaches the recommended value, a compliment is to be sent”. As users’ goals can differ concerning their weight plan (gaining, losing or maintaining), and with them their corresponding recommended fiber intakes, rules handling all possibilities were created. After each midnight, the recorded intake value is set to zero, and when meals are logged, it is increased accordingly to the food’s fiber amount.

Notifying users when the daily intake is reached is similar in each cases, but the related reactions are distinct: it is either a warning to avoiding additional consumption (maintaining or losing weight) or a compliment (weight gain).

To validate the rules created, former logs of randomly selected Lavinia users were used to simulate real human behavior (see Section V).

B. Work Ergonomics

The problem of assessing office work ergonomics can be separated into two subtasks: the first is the already discussed problem of translating human knowledge for computers. The second is providing the means for gathering the user input to be analyzed, without requiring active cooperation from users.

In case of ergonomic assessment, rules focus mostly on the users’ body postures, usually with regard to the time spent in those poses. This means concerning postures both for the whole body (e.g., “the users should not sit in one place for too long”), and in more detail, like “for most of the time, users’ forearms should be properly supported”, or “the users should not spend too much time with their heads tilted (cradling a phone)”. Of course, as previously mentioned, time concepts such as “too much”, “too long”, etc., are incomprehensible for computers, so ergonomist experts are needed to define more precise time intervals. Moreover, they are the ones who can specify what is an acceptable posture and what is not for rules such as “the users should sit with their back held properly”. However, this precision would prove useless, if the other subtask, collecting posture data, is not solved correctly.

A trivial approach for monitoring users’ postures is using some camera equipment. To precisely detect user position or posture, however, a “traditional” 2 dimensional (2D) device is insufficient, as in this case, 3 dimensional data is required. Of course, using more than one 2D camera could solve this problem, but applying a single sensor with the required functionality is preferable. Such a device is the Microsoft Kinect v2, that provides video (colored and infrared) and depth data streams, as well as a built-in feature for body recognition and tracking (25 skeletal joins per person, up to 6 people) [13][14].

The accuracy of Kinect in office monitoring was addressed in [15], showing that its tracking capabilities are acceptable, but whether the received data is usable for ergonomic evaluation or not, was not mentioned. To investigate this, a test software, measuring and displaying the acquirable information of user behavior, has been created, and is currently being evaluated by ergonomists.

Parallel to this, with the framework developed, a basic expert system module was created, in order to validate if it can react properly to simple workplace related situations or not. For this reason, some basic ergonomic rules were formulated, these are detailed in Section V.
V. RESULTS

In total, 29 rules were formulated so far in the lifestyle managing module: 6 of them are automatically generated by the framework for aging facts, the rest serve for lifestyle assessment. The implemented statements given by dietitians were:

- When users log their fasting blood glucose level, they are to be rewarded.
- When users log their insulin dosage, they are to be rewarded.
- Walking 30 minutes a day should be rewarded.
- Users should be complimented if, for the last week, they exercised every day.
- If the user reached the recommended daily fiber intake, a compliment is to be sent.
- The users are to be complimented, if their BMI (Body Mass Index) drops below 25.
- Logging meals containing fish dishes on two different days in the last week is to be complimented.

The tests have shown that the already defined rules provide the required functionality and work properly, so work on implementing additional rules to cover a wider part of lifestyle assessment can begin. Moreover, trials of running the framework on smartphones were successful, and have shown that it is possible to use this lifestyle assessing system on mobile devices.

The work ergonomics module was tested in a similar fashion, but as evaluation of the data acquiring sensor is still in progress, plain concepts and lenient constraints were used in rules like

- After 90 minutes of continuous sitting, the user is to be advised to stand up/take a walk.
- After 3 hours of continuous sitting, the user is to be compelled to stand up/take a walk.
- If for at least half of the time in the last 60 minutes, the angle of the user’s back and the vertical position was more than 30 degrees, a warning is to be sent.
- If for the last 60 minutes, it occurred more than 3 times that the user spent more than 3 minutes with their head rotated more than 30 degrees (compared to the vertical position), a warning is to be sent.

As in the case of the other module, tests have proved that the basic functionality of this module is satisfactory, and can be used for implementing concepts regarding work ergonomics, however, it is clear that more precise intervals should be used in discriminating proper and improper postures.

Initial results on Kinect’s applicability seem to confirm that the device is suitable for ergonomic evaluation, but only after some preprocessing done, as in some occasions, false body detections and strange body pose predictions have been observed. Changing the position and orientation of the device was found to have a notable effect on how accurate the readings are, which correlates to the findings of Wiedemann et al. [15].

VI. CONCLUSION AND FUTURE WORK

This paper presented a framework for creating expert systems for lifestyle assessment, and two examples for its application domains were introduced.

The tests show the developed framework and the modules to be promising, however, further study has to be done on how user behavior can be assessed more thoroughly, and on what the related system reactions should be (what other rules to implement). Based on these findings, if needed, the framework itself should be improved accordingly.

For the lifestyle management module, apart from additional rules, further improving the method for providing positive feedback on Lavinia users’ behavior (what the messages should be) is also important, as this can have a great impact on their motivation and success.

The implementation of the RULA-based rule set is in progress, and a total of 30-40 rules is expected to cover all significant aspects of work ergonomics. The validation of the developed module, as well as its rule-base, is to be completed in early 2018.

In both testing procedures of the work ergonomics module, the idea of having the system running on a different computer than of the user’s has emerged. This would save the user’s device from providing the computational requirements of the data processing, could strengthen error resistance (e.g., protection from power outage related damage) and would allow additional security measures (limit access to the system).

However, an additional personal computer in the work environment might be found unappealing (e.g., it requires more space, cabling, etc.). A solution to this problem, and also to the proper placing of the monitoring sensor, could be using an “intelligent workstation”: a mechanical desk, embedded with a single-board computer capable of executing the tasks related to data acquisition and expert system management, with a structure that makes it possible to install the sensor in an optimal position. Moreover, other useful features could also be implemented, e.g., motorized height adjustment of the desk or a self-adjusting adaptive desk lamp. On how these could be efficiently implemented, and what other handy utilities could be used, further research is needed.
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Abstract—The promotion of healthy lifestyles has become a priority to tackle the spread of chronic diseases. Digital technologies, such as wearable devices, show great potential to support positive behaviour change and enable healthier behaviours. The WEHMIX project aims to offer new tools and a new user experience to improve the effectiveness and impact of these technologies for health promotion. This paper illustrates the results of the pilot testing of WEHMIX in two separate settings and scenarios of use.
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I. INTRODUCTION

The rise of chronic diseases represents one of the major challenges for health and health care systems worldwide. According to the World Health Organization (WHO), such diseases—such as cardiovascular diseases, cancers, chronic respiratory diseases, and diabetes—cause the majority of global deaths and burden of disease, affecting in particular the elderly but increasingly also the young and middle-aged individuals [1]. Chronic diseases represent a burden also in economic terms: only in Europe, they absorb around 70-80% of the health care costs, and their negative impact on overall labour supply and productivity has been found to cause a relevant loss of Gross Domestic Product (GDP) and growth [2]. At individual and family level, chronic diseases can have dramatic economic effects, by reducing income and enhancing the costs of necessary care [1].

Fighting the chronic disease epidemic is therefore a policy priority at international level. Fortunately, a key role can be played by prevention, and in particular by primary prevention via the promotion of healthy lifestyles. Indeed, it is widely acknowledged that a considerable share of the global burden of chronic diseases could be reduced or avoided by promoting people’s healthier behaviours, in particular by tackling 4 lifestyle-related health risk factors: tobacco consumption, physical inactivity, unhealthy diet, and harmful alcohol use. According to existing research, the adoption of healthier behaviours in these four areas could lead to a reduction of up to 80% the global risk of chronic diseases [3], although other factors as well play a key role, including stress and sleep habits [4].

The WEHMIX for Healthcare project (WEarable Human Machine Interaction user eXperience for Healthcare, WEHMIX in short) aims to contribute to this challenge by proposing a new digital health solution in support of healthier lifestyles. In particular, WEHMIX proposes the integration of multiple wearable devices into a single platform, accompanied by personalised eHealth services to support the adoption and monitoring of healthy lifestyles. This paper presents the results of the pilot testing of WEHMIX in two different settings and scenarios of use. The paper is structured as follows: Section II illustrates the key project assumptions, highlighting in particular the potential of digital and wearable technologies for health promotion and behaviour change. Section III introduces the key innovations of WEHMIX and its distinctive features. Section IV describes the main outcomes from the work in progress, describing the WEHMIX technological platform, its pilot experimentation in the two settings, and the main findings from the user feedback and evaluation exercise. Section V illustrates the main conclusions of the study.

II. MAIN IDEAS, MODELS AND ASSUMPTIONS INVOLVED

The use of digital technologies in the field of wellbeing and health promotion is a fast-growing trend. Indeed, there is increasing consensus around the fact that such technologies, and in particular mobile and wearable technologies, can contribute to more personalised prevention, monitoring, and self-management of disease. This consensus is reflected in a number of recent policies at international and national level (e.g., the European eHealth Action Plan 2012-2020) that support the adoption of e- and m-health solutions in various areas including health promotion.

Significant interest is raised in particular by an emergent plethora of wearable devices (smart watches, head/shoe-worn devices, wristbands, smart shirts, clips, etc.) that are able to measure physical activity levels, as well as number of relevant biometric variables, providing valuable information on an individual’s health, at any time and with increasing accuracy. As these devices become smaller, cheaper, and more widespread, interest in them increases; however, it should be noted that the use of such devices cannot be expected to automatically imply better health for their users.

A key question is the following: to what extent can wearable devices become effective and reliable tools for health promotion? To what extent can they have an impact beyond simple monitoring, towards actually promoting actual behaviour change for better lifestyles? A recent review [5] has looked at existing evaluation studies of these devices...
and provides encouraging evidence of their impact on behaviour change; however, it also underlines that the effectiveness of these devices depends on a number of factors, including their capacity to incorporate adequate incentives and support. Indeed, it is acknowledged that people are empowered, i.e., acquire a higher control of the decisions and actions that affect their health [6], when a number of conditions are met: they are effectively informed about correct lifestyle choices, have a correct perception of their health and of possible risks, are motivated and can see the results of their virtuous choices, are technically and emotionally supported, and can rely on adequate decision support tools to make the best choices for their health [7]. In particular, the possibility to track one’s improvements in physical activity seems to motivate people in a constant progress towards their goals, while at the same time it increases the perception of self-efficacy [5]. The user experience (UX) of these wearable devices is another critical factor, since it determines the way in which people “interpret, understand, gain motivation and act on their data” [8], and more generally contributes to determining the long-term retention and motivation to use the device, which has also been found to be a critical issue [9]. All these elements affect the effectiveness of wearable devices for empowerment and behaviour change, and call for their careful design taking into consideration also the human, beyond the technological factors.

The idea of the WEHMIX project is to develop an innovative platform and web app that can improve the user experience and added value of wearable devices for users, hence improving their impact on health and encouraging the change of individual lifestyles for good.

III. INNOVATIVE FEATURES AND POTENTIAL OF THE WEHMIX PLATFORM

The key innovation features of WEHMIX can be summarised as follows.

First of all, WEHMIX allows users to connect different wearable devices to a single digital platform, purposely designed to aggregate the data and to organise it in a smart and easy-to-read way. Thanks to this, users have an immediate and unique access point to consult a synthesis of all their data, without having to access the app of each single device. Moreover, by supporting devices of different brands and types, WEHMIX does not bind the user to a specific brand or device, and if the user decides to change it, WEHMIX ensures perfect integration of the new data into historical records.

Secondly, WEHMIX gives users the possibility to create a personalised health/training plan, with specific goals and activities monitored. In doing so, WEHMIX offers value to a broad range of potential targets: sporty people willing to improve their physical activity, elders willing to monitor their health and prevent chronic diseases, or employees with sedentary jobs willing to improve their wellbeing and productivity thanks to a healthier lifestyle.

Thirdly, WEHMIX allows users to access personalised support from a team of health and wellbeing professionals, in particular for goal setting, data interpretation, and feedback on progress made. In order to connect the user with the professionals, WEHMIX offers an internal chat service; moreover, it provides a specific platform interface for the professionals to visualise in real time the user’s data.

IV. MAIN OUTCOMES FROM WORK IN PROGRESS

A. Technology Development

The WEHMIX platform is made of three main parts:

- a backend side, connected with devices from major brands
- a mobile app, to allows customers to interact with the data and with the doctor or coach from remote
- a web portal, for the doctor or coach to view the data recorded by the user’s devices.

The core of WEHMIX is therefore a modular distributed platform that is able to interact with a high number and variety of devices (potentially, any) chosen by the users on the market. A modular model is used by WEHMIX to work with different kinds of data models of different brands and devices, retrieving data from the cloud and giving them back to the user and the professionals in a clear and standardized format. A broad variety of devices has been bought and tested by WEHMIX during past the 2 years, and finally, three devices have been chosen for the first development of the platform, based on an evaluation of quality, price, and errors. These are: Garmin Vivosmart smartwatch for activity and heart rate recording, Fitbit Aria scale for weight and body mass composition, and iHealth for blood pressure measurement.

WEHMIX is based on API LED architecture by the MuleSoft framework MULE ESB, which permits a quick integration with third-party API of different wearable device brands (Figure 1). With MULE ESB, we can expose different layers of API to control the system security. The mobile app and the web app are developed with Ionic and AngularJS framework and communicate with the server side via a JSON REST interface, exposed by the superficial layer of the stack of MULE ESB.

![WEHMIX Structure](image)

Figure 1. WEHMIX structure

In the eHealth environment, the standard that we decided to use is Open mHealth, promoted by a startup for the integration of all the eHealth services in the world. The idea at the basis of Open mHealth is clearly stated on the company’s website: “In healthcare, common data schemas
are particularly important because of the semantic importance and complexity of health data. For example, the distinction between fasting and non-fasting blood glucose is critical to its clinical meaning [...] Our common schemas define the meaningful distinctions for each clinical measure, increasing the overall clinical utility of digital health data and improving the ability of developers to quickly build clinically usable products” [10].

Ensuring privacy of the data constitutes one of the main priorities for WEHMIX, and a constant area of research and improvement. After the first release, we moved our core database into CHINO.io, an awarded start-up focused on the privacy of health data, and started working in partnership with them on this project.

B. Use Cases and Experimentations

The WEHMIX platform has been pilot tested with 20 people in two separate experimental settings and scenario of use: a Corporate Wellness (CW) scenario and an Active and Healthy Ageing (AHA) scenario.

The CW experimentation was done involving 12 employees of two insurance companies based in Milan. Each user received the monitoring devices (Garmin Vivosmart, Fitbit Aria, iHealth smart scale), was visited by 2 professionals (1 general practitioner and 1 personal trainer), and was given access to the WEHMIX platform and services. To start, each user set his/her own personal plan with the help of the professionals, subsequently they used the devices and platform to monitor their weight, body mass composition, sleep, heart rate, blood pressure, and physical activity, for a period of 3 months. The users could at any time consult their wellness plan and monitor progress via the mobile or web app of WEHMIX; the same data was also visible in real time by the professionals.

The AHA experimentation was developed with a group of 8 users aged between 50 and 67, recruited via a physiotherapy studio located in Cologna Veneta, a town in the Italian province of Verona. They included people with minor and temporary physical issues, which were taken into consideration but not directly addressed by the intervention. In this experimentation, the physiotherapist acted as the supporting professional for the user group, and a slightly different model was tested: the users were given only the Garmin Vivosmart bracelet for tracking physical activity, heart rate, and sleep, while the other two devices (iHealth sphygmanometer and Fitbit Aria scale) were placed in the studio and used once weekly together with the physiotherapist.

The expected impacts of both experimentations were to raise awareness of users concerning their health and lifestyle, improve attitudes and incentives towards a healthier habit, improve trust in the new technologies for health, improve user experience and usability of the devices, enable the production of data in an easily shareable way, and ultimately improve health, wellbeing, and quality of life and work.

C. User Feedback and Evaluation

The two experimentations were used as an opportunity to not only test the technology, but also better understand its potential impacts, and to collect direct and practical feedback for improvement by the users. We carried out the evaluation using a two-step process, consisting of a pre-test analysis (aimed at capturing an initial profile of each user, understanding their previous experience with health and fitness technologies, and collecting their expectations), and an ex-post evaluation (aimed at analysing impacts and collecting actual feedbacks).

We used a qualitative evaluation approach, with a combination of standard questionnaires and in-depth individual interviews; this was considered ideal for the small number of users involved (which allowed for direct contact and more in-depth analysis), and for the type of feedback and indications that we aimed to collect at this stage.

Altogether, the evaluation confirmed the potential of WEHMIX, and the added value brought about by its key innovations. At the same time, the study shed light on the significant differences that exist in practice between the perceptions and preferences of different target groups, and pointed to the need to design specifically tailored solutions for different markets and scenarios of use. Moreover, the study brought the attention to the need to consider pre-existing limitations and barriers to the use of wearable technologies by each type of user, limitations that cannot be addressed directly by WEHMIX, but are nonetheless an important pre-condition for its success.

Below, we summarise the key points emerged from the feedback of the two experimental groups.

Main uses of the WEHMIX platform. The potential use and added value of WEHMIX was perceived differently by the two groups, which reported different priorities and expectations. In the CW scenario, the majority of the users looked at WEHMIX as a valuable tool for health promotion, i.e., for improving their overall lifestyle and everyday habits, with the goal of improving present wellbeing and preventing future diseases. The users of the AHA experimentation, on the other hand, were more sceptical about the possibility to change their behaviours and lifestyles under the stimulus of a digital technology, and were more interested in WEHMIX as a monitoring tool for keeping track of specific, already known, health conditions.

Flexibility towards the use of different devices. The possibility to connect different devices to the same platform, and to change them over time without losing their data, was perceived as positive by the majority of users in both groups. Nonetheless, this feature was perceived as more relevant by the CW group, especially by the most “expert” technology users, who were more likely to buy and change different devices over time. In the AHA group, the possibility to change devices was appreciated in theory, but not immediately perceived as a priority. Some users, however, showed concern regarding the cost of the devices, which suggests that the possibility to choose their own device (eventually opting for a “cheaper” one) could actually make WEHMIX more broadly accessible for them.

Access to professional support and coaching. The incorporation into the platform of a specific, professional coaching service was considered an important added value of
WEHMIX. In the CW group, this was considered the most important feature, and a truly distinctive feature. Users appreciated the initial health assessment and the support received in goal setting received by the professionals, at the same time they gave suggestions to improve the following interaction with them in terms of remote monitoring and periodic feedback. Users also pointed out that they would prefer the support of specific and complementary experts (e.g., nutrition specialist) rather than general practitioners. Similarly, the users of the AHA group argued that WEHMIX would hardly be valuable for them without the presence of a health professional that looks at the data collected by the devices. This was in line also with a generally lower trust of this group in the value of technology “alone” for the purpose of health and wellbeing. They further emphasised the need that the professional be a trusted person, and rejected the idea that he/she may be a “virtual doctor” (e.g., a chatbot), or a person that only operates from remote. The AHA users suggested that WEHMIX should partner with some trusted and recognisable health institution for this service.

User Experience. The interviews also collected feedback and suggestions regarding the user experience of WEHMIX. Part of the feedbacks concerned basic elements, such as the on-boarding process, the connection of the devices, and the functionality and visual features of the app. Other feedback concerned key aspects, such as the visualisation of the data: here the users stressed the importance of finding the right balance between quantity and clarity of the data displayed, and asked for more detail but without replicating the original source. The visualisation of personalised goals and exercises was seen as a critical aspect and some suggestions were given for improvement.

The most important feedback, however, concerned the desired level of interaction of the platform. In this respect, CW users expressed a preference for higher interaction (e.g., welcome messages, targeted alerts, weekly feedback, etc.), while AHA users preferred a lower level of interaction, avoiding push notifications except for emergency situations.

Economic incentives and rewards. A future version of WEHMIX is expected to include additional features, such as incentives (bonus, rewards, etc.) for the achievement of a certain target. Although this is not present as for now, we asked the users a feedback on this idea. The CW group gave positive feedback, expressing preferences for rewards, such as discounts on their health insurance premium, on the purchase of new devices, or on personalised health consultancies. The AHA group, on the other hand, expressed lower interest and in some cases scepticism: they pointed out that for them healthy behaviours are strictly motivated by the desire for good health, and the idea of a platform offering other types of rewards would make them suspicious regarding the actual quality of the services, which would be seen as more commercial and less professional in some way.

Williness to pay. Lastly, we asked users about their willingness to pay. Most opted for a low amount (below 5 euros/month) for the basic functionalities of WEHMIX; nonetheless, it also emerged that if all the improvements discussed were introduced successfully, users would start comparing WEHMIX with alternative fitness and wellness programmes (e.g., in gyms or specialised centres), and would be available to consider a higher price, given the higher flexibility offered by WEHMIX.

V. Conclusion

The WEHMIX project aimed to provide an innovative solution for improving the impact and user experience of wearable devices in the field of health promotion and wellbeing. The main product developed by the project, i.e., a digital platform able to connect with different wearable devices of the user, and to support the provision of personalised services with the contribution of a team of health and wellbeing professionals, has been tested in two different scenarios of use to collect feedback and identify future challenges and possible improvements.

The evaluation performed confirmed the high innovation potential of WEHMIX, while at the same time shed light on the possible areas of improvement and further development. In particular, our findings shed light on the possible challenges and opportunities emerging from the specific targeting of this and similar services towards specific target groups and customer segments.
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Abstract—mHealth services are becoming common all over the world. However, the acceptance and use of mHealth services are not always as expected. In this paper, we discuss the lessons learned from our recently finished research project “Health in Hand”. Based on the Swedish case study on using mHealth services to support patients with Type 2 Diabetes (T2D) in living a healthy life, we propose strategies for engaging the end-users in mHealth services. These strategies include moving user-driven participation from the margin to the center, building up a professional education team to support both patients and healthcare providers, strengthening user motivation through gamification and supporting the sharing of knowledge within and between different user groups. We believe that these strategies could improve the design of mHealth services through higher user engagement.
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I. INTRODUCTION

We have collaborated in an interdisciplinary Indo-Swedish research and development project, “Health in Hand” [1], concerning design of mobile services for health promotion and disease prevention. The Swedish case within the project focused on how to support people with type 2 diabetes (T2D) in living a healthy life through mobile technologies. In this case, a mobile application for communication of blood sugar values, etc., and comprehensible overview of health history, for self-management and a supportive dialog with healthcare providers, was studied. In this paper, we will present lessons learned from the Swedish case study in the project.

There are about 400 000 Swedes, or 3-4% of the population, who have diagnosed T2D. The risk of T2D increases among elderly people. Among those over 75 years old, an estimated 10% or more have T2D [2]. Diabetes is becoming more and more common, not only in Sweden but around the world.

mHealth is already being used to monitor a variety of conditions of chronic disease [3]. The use of mHealth tools itself engages more people to focus on improving their health. Research shows that mobile based interventions with clinical feedback for patients with diabetes improve glycemic control (HbA1c) in the short-term, compared to standard care or other non-mHealth approaches [4].

This paper presents some points on how we should engage the end-users in mHealth services for sustainable use, based on our experiences from the Swedish case study in the “Health in Hand” project. Section 2 provides a brief background of global T2D and global guidelines for managing older people with T2D. Section 3 gives an overview of our experiences from our Swedish case, while in Section 4, we propose some strategies to engage the end-users in mHealth services. The conclusion and future work are presented in the last section.

II. BACKGROUND

A. T2D: A global epidemic in aging populations

T2D is a chronic progressive disease resulting from an imbalance between insulin sensitivity and insulin secretion. It is the most common form of diabetes, responsible for at least 90% of all cases of diabetes [5]. T2D is a lifestyle disease which typically hits people as they grow older. The number of diagnosed cases of T2D has increased rapidly worldwide during recent decades, to an extent that has lead researchers to speak of a global epidemic [6]. In 2015, according to statistics from the International Diabetes Federation (IDF) [5], 1 in 11 adults worldwide had diabetes, and it was estimated that by 2040 this would have reached a level of 1 in 10 adult worldwide living with diabetes [5]. In 2015, approximately 12% of global health expenditure was spent on diabetes. Yet, at that time, IDF also estimated that 1 in 2 adults with diabetes was undiagnosed.
B. Global Guideline for managing older people with T2D

In 2013, IDF, recognizing the relative lack of clinical trials and guidelines concerning elderly people with T2D, published a global guideline specifically focused on managing older people with diabetes [7]. The guideline was developed to provide clinicians with recommendations that assist in clinical management of a wide range of older adults, not only those who are relatively well, but also those who, due to frailty, or dementia, or both, are functionally dependent. “While there is increasing recognition that diabetes care for all people should be individualized it is apparent that for many older people with diabetes, care is sub-optimal and often fragmented leaving a substantial portion of adults with unmet clinical and social need.” [7]

The guideline takes as its starting point that informal caregivers are often the primary source of everyday advice, emotional support, and practical help for a large number of older people with diabetes, although this is often overlooked by healthcare professionals involved in diabetes care. One of the key principles underpinning the guideline refers to quality use of medicines, including using non-medicine options first if possible, pharmacovigilance, and de-prescribing. Further, the guideline uses three main categories for older adults with diabetes when it comes to determining how to manage their care: those who are independent, those who are dependent, and those who have a life expectancy of less than 1 year and need end of life care.

III. LESSONS LEARNED FROM THE PROJECT

Admittedly, when the “Health in Hand” project started in 2014, we were focused, in the Swedish case study, on developing mobile services for supporting people with T2D in managing their diabetes and developing and maintaining a healthy lifestyle. We aimed to include not only people with T2D but also family members and informal caregivers, as well as healthcare providers, as important actors and participants in the design process. Our aim was to contribute to transforming healthcare delivery through co-construction of mobile health services which focus on factors that support human health and well-being [8] [9], and not only, or primarily, on factors that cause disease (pathogenesis). We were using Participatory Design (PD) as a research method, of which one of the goals was to promote participatory design for mHealth development with the local design of design methods, techniques, and tools.

A. Challenges facing Swedish diabetes healthcare

From our case study, we found that there are several challenges faced in Swedish diabetes healthcare. Most of the patients diagnosed with T2D do not measure their blood glucose regularly. Instead, they are called in to the primary care centers or clinics to have it measured once or twice a month. For security reasons, which currently preclude the use of e-mail and mobile messaging, the healthcare providers spend a great deal of time calling patients on the telephone or sending them regular mail. This results in unnecessary visits if the values are normal, while, on the other hand, for patients whose values are abnormal, visits should have occurred earlier. Some patients measure their blood glucose themselves at home, but in many cases there is little or no support for recording and sharing their values with their healthcare providers.

B. mHealth for people with T2D

Our study, with its focus on people aged 65 and older who have been diagnosed with T2D, and healthcare teams working with this group of patients, eventually opened our eyes to issues of functional impairments due to aging (such as poor eyesight, stiff fingers, difficulties in remembering passwords or how to do things from one time to the next on a mobile phone), as well as to multiple comorbidity among an aging population. Managing a healthy lifestyle, for many of these people, involved not only managing T2D but also managing other health- and aging-related issues, making the situation in which they were expected to use mHealth services more complex than we had anticipated. Even healthy elderly patients who are diagnosed with T2D but are not simultaneously having to cope with other chronic diseases may have varying needs concerning mHealth services – and these individual needs could vary over time. Basically, the art of engaging end-users in the design, development and sustainable use of mHealth services hinges on identifying these users’ perceived needs and addressing them in ways that can make a difference in everyday life for the individual end-user. End-users bring valuable insights about user needs and use context which can inform not only design and development of mHealth services, but also choices concerning how these services might be introduced and implemented more successfully in a healthcare context.

One of the people with T2D whom we interviewed mentioned that we should perhaps focus on “windows of opportunity” for providing mHealth for people with T2D, rather than clustering them all in one category and trying to reach them all, at all times. “When you are diagnosed with T2D,” he said, “it comes as a shock. For about 6 months, you are shaken and trying to adjust to living with this disease, which can potentially be fatal. During those 6 months, you are especially susceptible to trying to change your lifestyle.” Those 6 months, he suggested, would be the best time to introduce the mHealth services, because that is when the person diagnosed with T2D is looking for a lifeline. This brings us back to trying to develop ways to communicate with and understand the needs of people with different conditions, and to listen to their point of view.

Even with great interest and motivation to use mobile services in home-based T2D healthcare, older people with T2D felt that they were encumbered by a lack of awareness, knowledge and support for self-management. One T2D patient we interviewed said: “For most patients who have T2D, it is not necessary to go for a check-up at the hospital very often, we can check blood glucose at home ourselves if we are taught to do so. In addition, we can measure our blood glucose at home whenever we don’t feel well. If I find any values abnormal, I could communicate with the nurses as soon as possible.” She suggested that there should be a technical support team with professionals who have knowledge, both of healthcare and diabetes care, and
Information Technology (IT), to educate users before delivery of mHealth services.

C. mHealth for healthcare support team

In Sweden, the healthcare support team for patients with T2D includes healthcare providers, both in hospitals and primary healthcare centers, and informal caregivers, as well as family members. This support team was supposed to cooperate for providing patient-centered healthcare for T2D patients through mHealth services. However, from our study, we found that at least until now, the promotion of mHealth services is still coming from hospital healthcare workers. In our case, doctors or hospital nurses have been given the access right to the data recorded through the mobile application by the patient. In most situations, patients are suggested by the doctors to use the mobile application. The patients therefore get the impression that the healthcare provider should teach and support them when using mHealth services. One doctor in a diabetes center mentioned, "IT has developed so fast that if we ask our patients to try a new technology, like a mobile application, it seems that we also have the responsibility to teach them to use it, but, actually, we are not good at technology either." The lack of knowledge and competence about IT risks reducing the enthusiasm about mHealth services over time.

From the case study, we also found that each healthcare worker works with approximately 3–5 different IT systems in their daily work, and some amount of repeated work is involved. For example, identical information about a patient is updated manually in these different systems. Not only does this cause extra work and frustration, it is also a security risk in that the information may deviate across different systems. The main tool for digital communication between healthcare workers is an internal journal system that serves to share patients’ data among different healthcare providers. Due to security and privacy legislation and concerns, not all the data are shared by all the healthcare providers. Although most T2D patients were taken care of by other healthcare providers than hospital staff, such as primary healthcare center staff, or informal care givers, until now, at least in Blekinge, these groups of healthcare providers have no access to the T2D data recorded from mobile applications. These kinds of interoperability problems are another big challenge for mHealth services in Swedish healthcare.

IV. STRATEGIES TO ENGAGE THE END-USERS IN mHEALTH SERVICES

On the one hand, Sweden’s population is ageing; in 2040, nearly one in four Swedes will be 65 years or older [10]. On the other hand, Sweden aims to “be best in the world at using the opportunities offered by digitization and eHealth to make it easier for people to achieve good and equal health and welfare, and to develop and strengthen their own resources for increased independence and participation in the life of society [3]”. Therefore it is essential to provide social and health care to elderly people through digitization and eHealth. mHealth services, as one of the potentially effective ways, will play a significant role in future elderly healthcare. How to engage the end-users in mHealth services, especially mHealth for older people, for sustainable use, needs to be addressed and further explored.

A. User-driven design method of mHealth services

As we mentioned before, PD was our overarching research method in the Health in Hand project. One of the project goals has been to promote participatory design for mHealth services development. From our study, we found that PD fits quite well with the current patient-centric paradigm which is commonly referred to in nursing and caring for patients with chronic disease, e.g., T2D. PD in a healthcare context concerns not only the technical platform and solutions, but also the work practices in different healthcare organizations. To sustain long-term engagement in a patient-centric mHealth project, user-driven participation should, we argue, be moved from the margin to the center [11]. When the patients, such as older people with T2D, are engaged in co-design mHealth services, it enables them to learn more about their condition and about developing and sustaining a healthy lifestyle despite their chronic illness. It also allows them to have a say in deciding what kind of mHealth support they need and want, in a constructive dialogue with healthcare providers and other involved stakeholders. When designing a new mHealth service, it is often useful to consider whether the design goal can be achieved by fostering creative uses of services they already are familiar with and using. In the project, we could not simply bring different new mHealth services to be tested and used in a clinical setting at the hospital or a primary healthcare center, as this would be adding to the frustration and heavy work load of the healthcare providers rather than supporting their work [12]. Instead, we chose a mHealth service which was already partly implemented at the hospital as a starting point for further prototyping to explore user needs and how they could be managed with a further enhanced mHealth service. Although we mainly focused on healthcare workers on the T2D team and relatively healthy T2D patients, end-users with special needs should also be taken into account for early design phase participation.

B. Professional education team to support

Lack of IT knowledge of end-users seems to be a great challenge when it comes to user engagement in mHealth currently. Not only elderly people mentioned this, but also healthcare providers were reluctant to engage with mHealth services due to what they perceived as their lack of IT knowledge. Patients expected the healthcare providers to teach them to use the mHealth service, but in most situations, the healthcare providers had neither knowledge nor time to do so. Most of them required more time to learn to use the new technology themselves. From this, we drew the conclusion that there is a need for some kind of a professional education team to educate and support the end-users of mHealth services, especially concerning technical issues, but also concerning content and how to interpret various health indicators etc. Different educational programs should be designed to address different groups of end-users. A support center for mHealth services should also be set up when these services are delivered to large populations.
C. Strengthen end-users’ motivation of mHealth services

In the future, concerning design of patient-centric mHealth services, strengthening the patients’ motivation is one of the key factors for achieving long-term use of the services. In many cases of chronic disease, patients are suggested to do physical exercise as a main method of controlling their condition. And one of the future needs of elderly care is effective preventive healthcare [10]. Gamification in mHealth services is one approach which is being tested. Mobile games have shown promise of being a successful way of influencing health behaviors recently [13]. A successful mobile game for health, especially for older people, will not only influence the health behaviors, but also support elderly people in having fun by playing games. Normally, the factors affecting users’ motivation and engagement in games for entertainment depend on experienced game developers. For those games for health, we still need excellent game developers to design highly attractive games or game elements. Additionally, the input of healthcare providers and behavioral scientists will be essential to delivering an effective mHealth service [13].

D. Knowledge sharing among healthcare providers

Current Swedish eHealth services have, to some extent, achieved sharing of patients’ information among healthcare providers. To deliver an effective patient-centric and empathetic healthcare for older people, who often have more than one chronic disease, or complex health conditions, information sharing is not enough. Knowledge sharing, which is about transferring of ideas, experiences, skills, practices etc. among healthcare providers is needed. Knowledge sharing about what kinds of interaction works best in specific situations with a specific person among healthcare providers will help to cope with different special situations. It will not only improve the work practices of healthcare providers [14], but also increase the sustainable use of mHealth services by patients with different special conditions and in specific situations.

V. CONCLUSION

In this paper, we have introduced a Swedish case study from our recently finished research project “Health in Hand”, which is focused on transforming healthcare though mHealth services. We have listed several points based on lessons that we have learned from the case study. We conclude that, to promote mHealth services, sustaining end-users’ engagement is crucial. Form our experiences, we propose that applying user-driven design methods, having professional education about and support for use of mHealth services, improving users’ motivation through games and support for sharing knowledge among healthcare providers could make some contribution to high end-user engagement in mHealth services in the future.

Digitalization of healthcare needs to be supported on all levels of health care organizations. There is also a need to reserve time and space for testing new ways of working. We have several projects in the planning stage on end-user engagement in mHealth services. In the future, the suggested strategies presented in this paper will be drawn up and further explored within these projects.
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Abstract—One of the major causes of death in trauma cases is ambulance diversion due to the unavailability of resources (bed and specialists) in the closest hospital. To date, there are no solutions in the literature that link Emergency Medical Services (EMS) with trauma centers in Saudi Arabia to avoid Emergency Departments (EDs) crowding and shortages in terms of inpatient bed capacity. Therefore, this study aims to bridge the gap by helping paramedics deliver patients to the nearest trauma center with available resources in the shortest possible time, as well as to monitor ambulance diversion data. This is achieved by regionalizing the availability of resources in the nearest hospitals using a mobile health (mHealth) application and two algorithms: Dijkstra and Fusion. The former helps route the ambulance’s path taken, while the latter predicts inpatient bed capacity. The solution is an effective and time-optimizing application for the rescuer or paramedic, ED Support Officer (EDSO), and EMS administrator. It should help optimize EMS resources, reduce ED crowding, and increase the quality of urgent care services.
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I. INTRODUCTION

Ambulance diversion is a strategy often used by overcrowded hospitals and Emergency Departments (EDs) with unavailable beds or resources. EDs that do not have available inpatient beds for emergency patients due to inefficient processes or environmental disaster, often have to divert ambulances to another hospital. In this case, the targeted hospital notifies the ambulance to go to another ED at any other hospital. This increases the total time it takes the ambulance to transport the patient and, thus, can have negative consequences on the patient’s health and safety, especially in cases of urgent care when every second is crucial and could mean life or death. This is evidenced in trauma treatment guidelines which state that to reduce risks, it is strictly suggested that the total time should be under 60 min for trauma victims. In research published in the Journal of the American Medical Association [1], researchers found that victims of a heart attack are more likely to die when their nearest hospital had high diversion rates of more than 12 hours diversion per day in contrast to other heart-attack victims who happened to be near a hospital and without any need for diversion [1]. Therefore, to eliminate the need for ambulance diversion and reduce the time it takes to reach the nearest available emergency department, there is an urgent need for a continuous, stable process that connects both the ED and the ambulance services together.

Furthermore, an arriving patient may be declined or placed on hold by Medical Care Utilization (MCU), if there is no bed available to accommodate the patient in the unit. In such cases, the patient may be subject to similar health risks due to the necessity of finding an alternative health care provider or waiting until a bed becomes available. From the hospital’s perspective, the potential revenue is either lost or delayed, which may lead to some financial inefficiencies. Similarly, an arriving patient may be accepted for treatment but can be accommodated in another MCU (e.g., an arriving obstetrics patient can be boarded in neurosurgery), and hence there is the chance that it may not be possible to move admitted patients from the ED due to an inpatient bed problem. This forces the ED to board admitted patients until inpatient beds are available, effectively reducing the ED’s capacity to care for new patients. Boarding of inpatients in the ED has also been cited as the most important determinant of ambulance diversion.
In addition to time and systems integration factors, cyber attacks on healthcare infrastructure for a deliberate interruption of healthcare services could leave hospitals no choice but to divert ambulances. Global attacks on electronic service providers in healthcare, business, and government sectors have been witnessed in recent times and there has been a wave of deliberate attacks using WannaCry Virus. WannaCry is a malware of Trojan virus called Ransomware. The virus holds the infected computer hostage and demands that the victim pays a ransom to regain access to the files on his/her computer. Ransomware, like WannaCry, works by encrypting most or even all of the files on a user’s computer. Hence, the software demands that a ransom be paid in order to have the files decrypted. The episodes of Ransomware attacks [2] have had a massive scale effect on around 150 countries, targeting not only home computers but also healthcare, communications infrastructure, logistics, and government entities for financial gain. This challenged healthcare providers’ deployment of their computerized complex systems to maintain and keep patients’ records and patient diversion data at critical times and so paralyzing healthcare services totally in some targeted health trusts in many countries, such as the British’s National Health Service (NHS) [2]. Hospitals across England and Scotland’s NHS reported that the cyber attack was causing disruptions to their health services by “affecting X-ray imaging systems, pathology test results, phone systems and patient administration systems” [2].

This project aims to address ambulance diversion issues in Emergency Medical Services (EMS) and monitors ambulance diversion data. Therefore, it focuses on finding a practical solution to facilitate the delivery of EMS across all EDs without ambulance diversion to reduce the time it takes them to reach the nearest ED with the available inpatient beds and the right resources for treating the patient. The remainder of this paper is organized as follows. Section II describes the background, while Section III discusses related work. Section IV presents our methodology, and conclusions are drawn in Section V.

II. BACKGROUND

The Saudi Arabian government has accorded high priority to healthcare services. According to the Basic Law of Saudi Arabia Rights of the Saudi Citizen, the government guarantees the right to healthcare for citizens and their families and the government is responsible for providing public health care services to all Saudi citizens [3]. In recent years, healthcare services in Saudi Arabia have improved tremendously in terms of both quantity and quality, and this is evident in the literature and government white papers in general, and reflected in the total number of hospitals in Saudi Arabia in particular. Back in 2015, there were 462 hospitals in Saudi Arabia with a capacity of 69,394 beds, with an increment of 49 hospitals in comparison with their number in 2011. The governmental sector owns nearly 70 percent of hospitals and the rest are owned by the private sector [4].

A. ED Crowding

ED crowding and inpatient bed capacity are pressing problems facing healthcare worldwide. ED Crowding is defined as:

“A situation in which the ED function is impeded by the number of patients waiting to be seen, undergoing assessment and treatment, or waiting for departure, exceeding the physical or staffing capacity of the department.” [5]

Instead of managing ED crowding as a standalone problem in order to eliminate it, contributing factors must also be examined. First, patients’ long wait until an inpatient bed becomes available and the increased inpatient waiting time for care are also indications of ED crowding. Second, the lack of hospital inpatients bed capacity could lead to ED boarding, which is a significant cause and one of the main reasons for ED crowding [6]. ED boarding is the practice of keeping patients in the ED waiting area due to the lack of available inpatient beds, even after their admission to the hospital. This results in many issues, including ambulance diversion, extended patient waiting periods, delays in treatment and longer waiting times for other patients who do not require admission to be treated [7]. Finally, there is an urgent need for a solution to eliminate ED crowding and ambulance diversions resulting from unavailable inpatients bed capacity and ED boarding. This is to provide emergency patients with speedy and reliable healthcare and reduce the time it takes the ambulance to reach the nearest available emergency department. To address the above issues, there is a need for a continuous, stable process that requires a system-wide support among all healthcare related parties, in order to connect and work with both the emergency departments and the ambulance services together.

B. Hospital Bed Capacity Planning

Hospital bed capacity planning is crucial in healthcare because it is essential for managing hospital resources and hospital staff and personnel. In addition, it could be the deciding factor between a patient’s life and death. In some countries, such as Finland, New Zealand and Germany, the unit for measuring hospital care and its capacity is bed occupancy rate [9], which is defined as “the number of hospital beds occupied by patients expressed as a percentage of the total beds available in the hospital” [8]. This rate remains an essential unit in hospital capacity planning. Nevertheless, using bed numbers and occupancy as a measurement in hospital capacity planning will not foretell the hospital’s future demand; neither will it provide a valid estimate of hospital services [9].

In research published by the World Health Organization, the researchers propose using strategies that focus on the benefits of using systematic processes in hospital capacity planning. They argue that it is not beneficial to look at the hospital from the perspective of beds and its occupancy rates, but rather it is necessary to focus on processes and the path taken by the patients inside the hospital. One of the strategies mentioned is to design hospital flows around “care pathways” instead of counting beds; the strategy works by identifying the variety of pathways the patients take inside
the hospital, as well as the factors that can cause delays in patients’ treatment and this could be displayed in the form of a bottleneck [10]. Therefore, the key to successful capacity planning is to try to eliminate any possible future cause of a bottleneck; sometimes this could be the number of inpatients’ available beds, ineffective allocation of existing patients among different medical service units and sometimes it could be other hospital departments attempting to enhance their performance without realizing how this might affect others. Guaranteeing that there are as few bottlenecks as possible will, in turn, result in minimizing the delay in patients’ treatment, separating patients into two streams based on complexity rather than urgency, and creating fast-track patient stream for patients who can be treated and discharged more or less immediately [9].

C. International Hospital Statistics

Despite hospital planning strategies, this section highlights some international statistics for acute hospital bed shortages around the globe [11], along with a definition of hospital beds in such countries [11] (summarized below in Table I). In Austria, hospital beds have an average length of stay of 18 days or less. This includes some day care beds. In Germany, acute hospital beds are those other than psychiatric and long-term beds, and that exclude any day care beds. In Iceland, acute hospital beds are calculated from bed-days, assuming 90% occupancy rate; beds in medicine and surgeries of main hospitals and mixed facilities are available in small hospitals that do not include any day care beds. In Italy, acute hospital beds include in-patient beds of psychiatric hospitals and in-patient beds of psychiatric wards of other hospitals; these do not include any day care beds. In Spain, acute hospital beds include general hospitals, maternity, other specialized hospitals, and health centers; no day care beds. Last but not least, in the UK, acute hospital beds include NHS acute medical, surgical, and maternity beds (excluding Northern Ireland).

![Table I. Definitions of Hospital Beds in Selected Countries [11]](image)

III. Literature

A. Bed Capacity Planning Approach

Healthcare, like any other industry, faces huge pressure to improve efficiency and reduce costs. A study by McKinsey [5] points out that the U.S. spends at least $600 - $850 billion on healthcare annually. One area that can be leveraged in healthcare is the support of informed decision-making processes. This is to allow the end user (namely, hospital administrators or clinical managers) to assess the efficiency of existing healthcare delivery systems. Discrete-Event Simulation (DES) is a widely used technique for the analysis of systems with complex behaviors [13]. DES has been widely applied in healthcare services [13] to study the interrelationships between admission rates, hospital occupancy, and several different policies for allocating beds to MCUs. Lewis [14] studied bed management in Germany’s hospitals, and decision support systems were presented depending on mathematical approaches and computer-based assistance designed to improve efficiency and effectiveness of admission planning and bed assignment. The study interviewed professionals in bed management to identify aspects that must be respected when developing the decision system, ensuring that patients’ treatment priorities and individual preferences are respected [14]. Patient admission and assignment is based on up-to-date and flexible length of stay estimates, being taken into aggregated contingents of hospital beds, treatment priorities, patient preferences, and a linkage between clinics and wards [14].

The main reason for using DES for modeling a healthcare clinic instead of other mathematical modeling tools (such as linear programming and Markov chain analysis) is the ability to simulate complex patient flows through healthcare clinics, and to play “what if” games by changing the patient flow rules and policies [14]. Such flows are usually in emergency rooms, where patients can be seen without appointments, and require treatment for various sets of ailments and conditions [14]. These disorders can range from mild injuries to serious medical emergencies. Although the number of patients is unpredictable, medical staff can control the treatment by minimizing patient waiting times and increasing staff utilization rates [15].

In emergency rooms, to reduce waiting times of low priority patients, Schmidt et al. [15] analyzed the effects of using a fast track lane. As emergency rooms are prioritized according to the level of patient sickness, low priority patients may have to wait for exceedingly long periods of time [15]. A simulation model was used to classify daily occupancy distributions; it helps in studying the swapping of overflow and bed capacity levels, and it investigates the effects of various changes. ED overcrowding principally results from the inability of admitted patients being transferred to ward beds in a timely manner [19]. Most experts agree that a greater inpatient capacity is required in order to relieve access block and decrease ED overcrowding.
Schmidt et al. collected real data from a single month at a single hospital, and a computer model was developed to examine the relationship between admissions, discharges and ED overcrowding (the number of hours admitted patients waited in ED before transfer to an inpatient bed). Meanwhile, Schmidt et al. proposed in [15] a facility location model to locate ER services on a network and determine their respective capacity levels, such that the probability of diverting patients is not larger than a particular threshold.

Lin [16] presents a conceptual model of ED overcrowding to help administrators, researchers, and policymakers. The ED conceptual model recognizes at least three general categories of care delivered in the ED: emergency care, unscheduled urgent care, and safety net care. The outputs are patients who are unable to obtain follow-up care and often return to the ED if their condition does not improve or deteriorates [16]. The throughput component of the model identifies patient length of stay in the ED as a potential contributing factor to ED crowding. The ED crowding is then measured based on two phases; the first includes triage, room placement, and the initial provider evaluation. While the second phase of the throughput component includes diagnostic testing and ED treatment. The triage phase is used to objectively identify patients suitable for treatment by emergency nurse practitioners [16]. Since emergency nurse practitioners show high diagnostic accuracy, the emergency nurse practitioner model of care is considered an important strategy in reducing the length of stay of ED patients and may prevent ED crowding [16].

The input-throughput-output conceptual model of ED crowding may be useful for organizing research, policy, and operations management agenda to alleviate the problem [16]. This model illustrates the need for a systems approach with integrated, rather than piecemeal, solutions for ED crowding [16]. In the study, there are four general areas of ED crowding that require future research. First, research must consider developing valid and reliable measures of ED crowding. These measures should be sensitive to changes throughout time. Second, research in the field should identify the most important causes of ED crowding from each component of the model. Third, the effect of ED crowding on the quality of patient care must be assessed. Finally, interventions to reduce ED crowding need to be evaluated.

Infective allocation of existing bed capacity among different medical service units can lead to service quality problems for the patients along with operational and/or financial inefficiencies for the hospitals [16]. Most health care managers apply relatively simple approaches, such as the use of target occupancy level with average length of stay, to forecast bed capacity required for a hospital or an MCU [16]. Yet, the failure to adequately consider uncertainties associated with patient arrivals and the time needed to treat patients by using such simple approaches may result in bed capacity configurations where a large proportion of patients may have to be turned away. The application of queuing theory allows for the evaluation of the expected (long-run) performance measure of a system by solving the associated set of flow balance equations [16].

Other research considers the hierarchical relation between care units. For example, after a mother-to-be delivers her child in the labor and delivery unit, she should be moved to the postpartum unit for recovery [16]. If the ability downstream is insufficient, patients must stay within the current care units with typically more costly equipment, thereby meaning the full capacity is reached at these upstream care units [16]. To take the interactions among care units in a hospital into account, Lin [16] first applies queuing network methodology (without blocking) to discover a balanced bed allotment, which is obtained through trial-and-error work. Then, Lin uses simulation analysis to estimate the blocking behavior and patient sojourn times. The authors [16] develop a mathematical programming formulation to address this problem and the system uses a different approach by integrating results from queuing theory into an optimization framework. Specifically, the model with each MCU in a hospital has an M/M/c/c queuing system to estimate the probability of rejection when there are beds.

B. International Bed Management System (BMS)

Hospitals should use BMS that provides a real-time display of hospital occupied beds, along with the available beds, as well as the current status of each one [16]. Therefore, by using a BMS system, the hospital staff would be able to view the status of each bed, whether the bed was occupied, vacant or being prepared for a patient. Also, the hospital staff would be able to view the patient's status; if the patient was going to be discharged, had already left, or was being transferred. Moreover, by using the system, nurses can utilize more of their time in caring for the patient, instead of handling bed assignment tasks manually. This Bed Management Unit used at Alexandria Hospital provides critical benefits to both patients and staff; indeed, by using the system, patients’ waiting times have been decreased by 30 percent [17]. Singapore General Hospital (SGH) is another hospital that has benefited from the use of technology to manage hospital beds. The SGH uses BMS technology to help improve hospital capacity and care. BMS is a web-based system that allows hospital staff and administration to access information related to patient flow anywhere in the hospital. The BMS user interface has been configured to display the location of patients in the hospital as well as the primary physician. The system also allows the hospital staff to view and track information, records and any specific actions related to the patient's needs, and any follow-up movements required. The system gives nurses and bed-management staff a full overview of the bed status and patient needs, which allows them to take action immediately.

The way this system works is as follows: when the patient is admitted to the hospital, they receive a Radio
Frequency Identification (RFID) tag with a unique identifier that will identify and track the patient’s location during their stay at the hospital. The system then searches for a bed that best fits the patient’s needs, based on their condition before assigning that bed to the patient. The system also uses a real-time location system to help identify the location of the patient through the tag and display; this creates a workflow related to the patient’s movements. Hospital departments are also provided with Liquid Crystal Display (LCD) panels that display BMS dashboard with real-time patient RFID location, which shows the patient’s information and bed statuses automatically in real-time. Once the patient is discharged, the BMS system will notify the housekeeping staff through their Personal Digital Assistant (PDA) to clean and prepare the vacated bed, and once the bed is ready, the housekeeping staff updates the bed status [18].

C. Nature of Trauma

In physical medicine, major trauma is an injury or a damage to a biological organism caused by physical harm from an external source [28]. Major trauma is also an injury that can potentially lead to serious long-term outcomes, such as chronic pain or other lifelong ailments. There are different types of trauma [28]:

1) Birth trauma: an injury to the infant during the process of being born. In some psychiatric theories, the psychic shock is produced in an infant by the experience of being born [28].

2) Psychic trauma: a psychologically upsetting experience that produces an emotional or mental disorder or otherwise has lasting negative effects on a person’s thoughts, feelings, or behavior [28].

3) Risk for trauma: a nursing diagnosis accepted by the North American Nursing Diagnosis Association, defined as accentuated risk of accidental tissue injury, such as a wound, burn, or fracture.

The initial evaluation of a trauma patient is a challenging task and time-critical as every minute could be the difference between life and death. Over the past 50 years, the assessment of trauma patients has evolved because of an improved understanding of the distribution of mortality and the mechanisms that contribute to morbidity and mortality in trauma [27]. On the one hand, early deaths may occur in the minutes or hours after the injury. These patients frequently arrive at a hospital before death, which usually occurs because of hemorrhage and cardiovascular collapse [27]. On the other hand, late trauma mortality peaks in the days and weeks after the injury and is primarily due to sepsis and multiple organ failure [27]. Therefore, systems supporting trauma care focus on the treatment of a patient from early trauma mortality, whereas critical care is designed to prevent late trauma mortality. This is the reason why it is important to find beds prior to trauma cases [28], and therefore, our proposal strives to address this matter.

D. Hospital Bed Capacity Globally and Saudi Vision 2030

Hospitals’ provision for accommodating the increasing numbers of emergency admissions is a matter of considerable public and political concern and has been the subject of widespread debate [25]. When discussing a hospital’s bed capacity, a number of questions are often raised. First, what is a hospital bed? A bed is merely an item of furniture on which a patient can lie. For a bed to make any meaningful contribution to a healthcare facility’s ability to treat someone, it must be accompanied by an appropriate hospital infrastructure, including trained professional and managerial staff, equipment and pharmaceuticals [12].

For several years, hospital managers have been under pressure to reduce bed capacity and increase occupancy rates for operational efficiency, especially in the Hajj season (i.e. Annual Islamic pilgrimage to Mecca, Saudi Arabia) [25]. More recently, public concern has arisen in cases where patients could not gain access to a local hospital or were subjected to extended delays for the availability of vacant beds [20]. Many countries now struggle to provide cost-effective, quality healthcare services to their citizens [23]. Saudi Arabia has experienced high costs along with concerns about the quality of care in its public facilities [26]. To address these issues, Saudi Arabia is currently restructuring its healthcare system to privatize public hospitals and introduce insurance coverage for both its citizens and foreign workers [26]. These changes provide an interesting and insightful case for the challenges faced when radically changing a country’s healthcare system. The situation also demonstrates a unique case in the Middle East for greater reliance on the private sector to address rapidly escalating healthcare costs and deteriorating quality of care [26]. The complexity of changing a healthcare system is discussed with the many challenges associated with the change.

According to Saudi Vision 2030 [22], the healthcare system has benefited from substantive investment in recent decades. As a result, we now have 2.2 hospital beds for every 1,000 people, world-class medical specialists and an average life expectancy rising from 66 years to 74 years in the past three decades [24]. Work is currently underway to build and develop 38 news hospitals with a total capacity of 9,100 beds, in addition to two medical sites accommodating 2,350 beds [24]. During the current fiscal year, 1437/1438, 23 new hospitals (4,250 beds) in various regions across Saudi Arabia were built [24].

E. Availability of Beds in Saudi Hospital ED

Implementing a Saudi Arabia-wide system would allow a patient’s referral from one healthcare provider/ facility to another. This includes the ability to electronically transfer patient-related data in either a structured (namely, organized and well-maintained information that can be obtained in a simple click), or non-structured fashion (namely, data which is energy consuming and hard to handle data). Alternatively, pointers to electronic health accessible data could be used, including patient diagnosis and treatment, referral notes, medication lists, laboratory test results, radiology reports, digital images, audio and video files. This solution would enable integration of information on the availability of the facility, bed, provider or specialty. In addition, such a solution supports optimizing the search for best-fit resource utilization. The proposed work supports:
- Riyadh hospital’s bed management program with automation, including integrated interfaces with Hospital Information System (HIS) “as an element of health informatics that focuses mainly on the administrative needs of hospitals.”
- Centralized query capabilities for both head quarters and regional administrators.
- Operational support to hospitals and primary health care practitioners providing patient referrals.
- Support full inpatient bed management cycle-interface with multiple systems, including registries, HIS, and communication systems. Generate messages to hospital housekeeping.
- Emergency bed requirements and other hospital departments across Saudi Arabia’s regions to inform of status - full reporting and analytical capability [24] (See Table II below).

### TABLE II. HOSPITALS ESTABLISHED IN SAUDI ARABIA (2010-2013) [24]

<table>
<thead>
<tr>
<th>Regions</th>
<th>No. of Hospitals Established</th>
<th>No. of Beds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Riyadh</td>
<td>8</td>
<td>1,400</td>
</tr>
<tr>
<td>Makkah</td>
<td>8</td>
<td>2,386</td>
</tr>
<tr>
<td>Eastern</td>
<td>7</td>
<td>1,150</td>
</tr>
<tr>
<td>Al Madinah</td>
<td>5</td>
<td>650</td>
</tr>
<tr>
<td>Hail</td>
<td>3</td>
<td>180</td>
</tr>
<tr>
<td>Qassim</td>
<td>4</td>
<td>475</td>
</tr>
<tr>
<td>Northern Border</td>
<td>3</td>
<td>400</td>
</tr>
<tr>
<td>Asir</td>
<td>8</td>
<td>800</td>
</tr>
<tr>
<td>Tabuk</td>
<td>3</td>
<td>350</td>
</tr>
<tr>
<td>Jeddah</td>
<td>5</td>
<td>550</td>
</tr>
<tr>
<td>Baha</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>Jazan</td>
<td>6</td>
<td>400</td>
</tr>
<tr>
<td>Najran</td>
<td>3</td>
<td>150</td>
</tr>
<tr>
<td>New</td>
<td>45</td>
<td>6,521</td>
</tr>
<tr>
<td>Upgraded/Replacement</td>
<td>65</td>
<td>2,470</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>175</strong></td>
<td><strong>17,982</strong></td>
</tr>
</tbody>
</table>

F. Regionalization Vs. Bed Capacity

In a healthcare service facility, when an ER is full or all intensive care beds are occupied, hospitals send out a divert status. When a hospital is on divert status, incoming patients might be sent to hospitals which are further away or kept at the hospitals where they currently are that yet may not be able to provide adequate service. For a critical trauma victim, the consequence of divert status can be the difference between life and death. Therefore, the healthcare service facility needs to construct a facility location model that can simultaneously determine the number of facilities opened, their particular locations, and their capacity levels. This should ensure that the probability of all servers in a facility gets busy does not exceed a pre-determined level.

To achieve such capabilities in a facility location model, some solutions in the literature incorporate queuing systems into facility location models to consider the chance of servers’ availability and focus on reducing the demand lost due to the shortage of capacity or system congestion. However, to date there are no available region-based bed-capacity systems in the literature for Saudi Arabia.

Therefore, this project aims to bridge this gap by locating ER services across Riyadh City on a network and determine their respective capacity levels such that the probability of diverting patients is not larger than a particular threshold. This proposal should enhance the performance of EMS in Saudi Arabia in general, and Riyadh City in particular. In addition, it should reduce the total number of deaths resulting from trauma diversion.

IV. METHODOLOGY

This research uses a mixture of qualitative research methods for data collection and system design. First, a total of 34 hours of semi-structured interviews with 23 multi-disciplinary experts were conducted. The sample of interviewees included 1 trauma surgeon, 1 physician, 2 health informatics experts, 4 information security experts, 8 computer scientists, and 7 Saudi Red Crescent Authority (SRCA) representatives with information technology and medical backgrounds, including the General Manager of Emergency Medical Services, SRCA. Through those interviews, primary data was collected about all trauma centers in Riyadh, the number of states in emergency, the data assessment sheet EMS personnel uses today (in paper format) that needs to be sent to hospitals with notification along with patient ID number, and the challenges faced by the ED. Second, soft systems methodology was used to design the proposed system and produce an architectural design (See Figure 1).

A. Region-Based Bed-Capacity System Framework

The SRCA EMS personnel interviews (mainly with the Business Analyst [30]) provided substantial evidence that hospital beds can reduce deaths during emergencies and delay treatment of many patients in emergency by devolving the bed capacity system. Therefore, this research aims to devolve web services (See Figure 1) that connect the proposed mHealth application with any Electronic Health Record (EHR) in any hospital to show the bed capacity. Furthermore, to learn more about ED process, we interviewed Dr. Thamer Nouh [31], Trauma Surgeon at King Khalid University Hospital, to identify the criteria relating to emergency department bed capacity in trauma care in one of the large tertiary hospitals in Riyadh (namely King Khalid University Hospital).
Figure 1. Proposed System Overview.

B. System Functional Requirements

Based on two sets of interviews the following solution is proposed:
- The EMS rescuer/paramedic can view information about hospitals across the city of Riyadh.
- The information available in the application must be dynamic and in real-time, which means that the paramedic can see the available and current information about the hospitals at any time and anywhere across Riyadh.
- The EMS rescuer/paramedic can view each hospital’s exact location, bed capacity and the available medical resources to suit a patient’s case.
- The EMS paramedic can view available inpatient bed capacity in real-time for the hospitals.
- The EMS paramedic can find the nearest suitable hospital location for a patient’s case with the right medical services for this patient’s emergency situation, to guarantee a transfer in a speedy manner that would prevent negative implications for the patient and, at the same time, provide the right health care at the right time in a speedy manner.
- The Emergency Department Support Officer (EDSO) [32] receives notification of the new patient and can view their assessment information.
- The administrator of EMS can view reports about every EMS rescuer/paramedic case and patient information.

C. Workflow Design

Based on the collected data, four criteria are used to decide on bed availability:
- Available bed in radiology department,
- Available bed in Intensive Care Unit (ICU)
- Available bed for inpatient
- Available bed in Operation Room (OR)

A final criterion would be existing specialists in one of the three fields (Orthopedic surgery, Neuro surgery, and Emergency surgery). However, the EMS cannot decide which patient needs to go to the radiology department for examination unless the specialist visits the radiology department. Hence, the system will be in green mode, then the EMS rescuer/paramedic can choose a suitable hospital. Accordingly, ER can be available if there are enough beds in the radiology department, ICU, inpatient and OR (See in Figure 2). The system has two components:
- In the first part of the system, an attempt is made to construct module web services integration with each internal hospital system to decide ability of ER to receive the new patient; this depends on the criteria that are mentioned above.
- On the other hand, EMS regenerates bed capacity of Riyadh hospitals in trauma cases to decide on a suitable hospital, depending on the following:
  - Shortest way from the hospital location that guarantees a speedy transfer that would prevent negative implications.
  - Hospitals have the medical resources to treat the patient’s case.
  - Hospitals have specialized personnel to treat the patient’s case.
D. Process Algorithms

The goal of this phase is to build a decision support model that is powerful, robust, comprehensible, optimal, and effective. There are many different search algorithms that can run the best decision support model (for example, Fusion [33] and Dijkstra’s [34]). The best algorithm to be chosen depends on the collected data.

On the one hand, Fusion Algorithm [33] is used in many tracking and surveillance systems. One method for the design of such systems is to employ a number of sensors (perhaps of different types) and to fuse the information obtained from all these sensors on a central processor. Past efforts to solve this problem required the organization of feedback from the central processor to local processor units. This can be used by the hospitals for proper surveillance of accidents on the roads. It can also reduce the time necessary for bringing the patient to the hospital [32].

On the other hand, Dijkstra’s Algorithm [34] finds the shortest path from a starting node to a target node in a weighted graph. This algorithm is a graph search one that solves the single-source shortest path problem for a graph with nonnegative edge path costs, producing a shortest path tree. It is used in routing and as a subroutine in other graph algorithms. It can also be used for finding the costs of shortest paths from a single vertex to a single destination vertex by stopping the algorithm once the shortest path to the destination vertex has been determined. For example, if the vertices of the graph represent cities and edge path costs represent driving distances between pairs of cities connected by a direct road, then Dijkstra’s Algorithm can be used to find the shortest route between one city and all other cities. It can also be used by hospitals for ambulances in case of emergency to find the shortest available path. The algorithm creates a tree of shortest paths from the starting vertex, the source, to all other points in the graph. The algorithm exists in many variants; Dijkstra’s original variant found the shortest path between two nodes, but a more common variant fixes a single node as the “source” node and finds the shortest paths from the source to all other nodes in the graph, producing a shortest-path tree [33]. For this, the following are points, which are necessary for Dijkstra’s Algorithm in hospitals: [34]

- Existence of a widespread roads system that connects all parts of the city.
- Availability of sufficient VANET modules in the routes in order to detect traffic congestion.
- Infrastructure, such as GPS, communication links and two way radio are provided.
- Presence of a Dispatch Centre (DC) that serves the purpose of information exchange.
- Existence of an updated database of the roads and hospitals.
- Existence of Road Side Units (RSU) at suitable locations that might be inaccessible due to restrictions for propagation of signal.

E. Interface Design

In the proposed mHealth application, there are three potential users: rescuer or paramedic front-end, EDSO, and EMS administrator for the back-end. The rescuer or paramedic is the main user of the mHealth application. They can view a list of suitable nearest hospitals then choose one of them; they can also send the trauma-victim’s assessment sheet containing key information on patients to the chosen hospital. On the other hand, the EDSO can view the assessment sheet of patients before they arrive (See Figure 3). An EMS dashboard administrator can view reports about every rescue/paramedics operations and we can also search by rescue/paramedics name, code number or hospital name (See Figure 4).

A menu in Figure 4 below shows all suitable hospitals arranged by location and available beds. This is a color-coded scheme of availability: Red icon: Not Available, and Green icon: Available.

- First icon from the right is: Available bed.
- Second icon from right is: Available Orthopedic Surgery specialist.
- Third icon from right is: Available Neuro Surgery specialist.
• Fourth icon from right is: Available Emergency Surgery specialist.

The screen in Figure 5 appears after choosing suitable hospitals from the previous screen. A "field set" of patient’s attributes should be completed. A Next button transfers the user to the next page (confirmed page). A Back button transfers the user to the previous screen.

![Figure 4. mHealth Application Interface (1st Screen).](image1)

![Figure 5. mHealth Application Interface (2nd Screen).](image2)

V. DISCUSSION AND CONCLUSION

The work presented in this paper described the proposed solution to a major problem facing healthcare services. The proposed mobile health (mHealth) application solution is an attempt to solve the issue of major causes of deaths in trauma cases: ambulance diversion due to the unavailability of resources (namely beds and specialists) in the nearest hospital. The proposed application focuses on linking Emergency Medical Services (EMS) to trauma centers in Riyadh to help the paramedic to deliver the patients to the nearest trauma center with available resources in the shortest possible time to save the lives of patients. The evaluation results of the application have shown that the proposed solution provides regional-based availabilities of resources in nearest hospitals in order to avoid Emergency Departments (ED) crowding and shortages in inpatient bed capacity. The proposed application uses two algorithms: Dijkstra Algorithm for routing the ambulance path taken and Fusion Algorithm for predicting inpatient bed capacity. Results show an effective mHealth application to be used by 3 system users. First, EMS rescuers/paramedic user to view a list of suitable nearest hospitals then chooses one of them; they also send the trauma-victim’s assessment sheet containing key information on patients to the chosen hospital. Second, EDSO user to view the patients’ assessment sheet before they arrive to the nearest trauma center that is ready to reduce the average time of 1 hour it takes for preparation prior to trauma victim arrival [31]. Finally, EMS administrator user to view a dashboard that reports about all EMS rescue/paramedics’ actions. This mHealth application should optimize resources in EMS in Riyadh city to improve the ambulance diversion issue in particular and the quality of urgent care service delivery to Saudis in general.
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Abstract— The past few decades have witnessed a huge increase in the number of heart disease patients globally. An estimated 17.7 million people died from Cardio-Vascular Diseases (CVDs) in 2015, representing 31% of all global deaths. Saudi Arabia is no exception when it comes to the growing number of CVDs patients. The most common CVDs in Saudi Arabia is Patent Ductus Arteriosus (PDA), which is a persistent opening between two major blood vessels leading from the heart. Unlike many other fields of medicine, PDA is time-related and cannot be delayed. Thus, there is a need to have a Decision Support System (DSS) that can analyze the crucial statistics in deciding the level of urgency for each child that requires PDA surgery. This research proposes an approach to classify the PDA patients according to their urgency level based on their current conditions and the results of scans and tests they have undergone. An enhanced approach, which uses Data Mining (DM) techniques, is proposed to manage waiting lists and determine the priority among patients, as well as diagnosis of certain diseases. This approach aims to support early prevention and intervention to increase life expectancy and well-being of PDA patients. Our proposed approach achieved an accuracy of 99.15%.
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I. INTRODUCTION

The alarming growth in pediatric and adult CVDs is now a major threat to world health [2]. The causes of CVDs include, but are not limited to, diet through bad eating habits, obesity, and modern day lifestyle included stress. Other reasons may include general heart disease which can be hereditary, age and routine life pressure which can all be contributory to CVDs. There are at least eighteen distinct types of congenital heart defects that are recognized, with many additional anatomic variations [3].

This study focuses on one type, called PDA. In pre-term babies, the closure of the Ductus Arteriosus (DA) may be delayed after birth and is influenced by factors, such as gestation and development at birth, Respiratory Distress Syndrome (RDS), artificial mechanical ventilation, infection and lack of antenatal steroid treatment. These risk factors are more common amongst babies who require intensive care [2]. Persistent patency of the DA is therefore more common in pre-term infants; in over 50-60% of cases where babies are born at less than 29 weeks’ gestation, the DA does not naturally close. This is known as a PDA [3].

In Saudi Arabia, physicians undertake a detailed medical examination of all pre-term infants, including examining the infant specifically for any PDA symptoms [4]. If any such symptoms are discovered, the newborn infant will receive immediate treatment. However, in full-term healthy babies, conditions, such as PDA are rarely checked. It is only if physicians or parents notice any PDA symptoms or if the child’s non-diagnosed condition becomes critical to the point when it require prompt medical intervention that any treatment for PDA is given. Because of the increasing numbers of PDA patients in Saudi Arabia, it is important to raise the awareness of this disease and to educate parents, explaining the symptoms of this disease to ensure that patients are diagnosed as early as possible and thus receive the proper treatment as early as possible. It is also important for hospitals, once a patient is diagnosed with PDA, to ensure the patients have access to treatment in a timely manner. DM techniques, especially classification, have been used in many different medical fields, such as managing waiting lists and determining priorities among patients, as well as the diagnosis of certain diseases. In this research, we propose a hybrid approach of classification, clustering and association rules to determine not only life and death cases, but also cases which are both urgent and not urgent, and the urgency level within each category using the association rules. A DSS is used when scheduling patients or pre-planning a date for their scheduled treatment, procedure or surgery, and it is believed to have a positive impact on the current process.

The paper is organized as follows. Section II explains the importance of this work. Section III describes the theoretical background. Section IV presents related works to this research. Section V outlines the proposed research methodology, followed by Section VI, which shows how DM is used to build a model to diagnose PDA patients according to their urgency level. Section VII discusses the results obtained from the proposed model. Finally, the conclusion and future work of this research are found in Section VIII.

II. IMPORTANCE OF THE STUDY

Many guidelines have been published to determine the importance of diagnosing the urgency of PDA. This urgency can be summarized into two categories; life and death. Any delay in diagnosing the urgency could have a
tragic fatal outcome, but early diagnosis and intervention can result in the increased life expectancy and well-being of the patient.

This study uses DM techniques to study and analyze PDA patients’ records collected from King Fahd Medical City (KFMC) in Riyadh, Saudi Arabia, to build a new standard model to diagnose PDA and determine the urgency levels of PDA patients, depending on their existing medical condition, via results of scans and other tests carried out. It also presents recommendations for testing newborn babies for any PDA symptoms. This will help parents to receive the appropriate timely treatment for PDA for their infant before the condition worsens and requires surgery. The model is tested on new patients and its results are compared to those results provided by the physicians at KFMC to determine its accuracy. The model is also presented to further specialist heart physicians from different hospitals in Saudi Arabia to be tested. Their comments and recommendations are used to modify the original model to reach its final result. Having a DSS, which uses a standard model to provide an accurate urgency level for each PDA case, will save patients and their family time and money instead of trying to obtain various consultations from different physicians in different hospitals. Ultimately, there is also the cost-saving factor to the physician and hospital to be considered in reducing multiple appointments, as well as reducing multiple tests. The mere reduction in appointments alone opens up the availability of allocating an appointment to another patient. Overall, the hospital will also save large sums of money from the reduction of multiple examinations, tests and procedures, some of which are unnecessary as they may well be repetitive and thus not conducive to the well-being of the patient.

III. RELATED WORK

Extensive research has been conducted studying the long waiting list problems, especially within medical fields. Some research focused on how to arrange priorities of these waiting lists and others dealt with how to reduce the general waiting times. Either way, what is definitive is that, generally, there is far greater demand over supply that results in waiting times and more extensive waiting lists.

A recent study [5] used statistical techniques to compare waiting lists for hip and knee arthroplasty at Groote Schuur Hospital in Cape Town in South Africa with the waiting lists kept by the surgeons at that hospital. The results showed that the hospital’s waiting list is inaccurate because of the poor data management; for example, in many cases, the list did not have the current contact details of the patients. It also identified unfairness of waiting times among the patients. The research recommended the use of a scoring-based prioritization system which uses clinical diagnosis and tests results, radiographic and societal parameters to manage the waiting lists fairly.

A significant amount of research focused on using DM techniques in general in the healthcare sector [6]-[9] showed the benefits of applying different types of DM techniques in disease diagnosis and finding side effects of certain medicines, for example. However, they did not focus on one type of disease or on the type of DM techniques. Other studies used one or more DM techniques to predict or diagnose one type of disease; for example, recent research [10] used Naïve Bayes and WAC (Weighted Associated Classifier) to predict whether a patient has a risk of heart diseases or not. The study used factors, such as age, sex, whether diabetic, height, weight, blood pressure, cholesterol, fasting blood sugar and hypertension to predict the possibility of having heart diseases. In another study, the focus was on using DM techniques in oral cancer patients [11] and the authors showed that all the models built for predicting the survivability of oral cancer patients show similar results and performance. However, they did prove that the TreeBoost model is slightly better than the others as all 18 predictors they used in their research are considered for each split. They showed the experimental results of probability adjustment, threshold analysis and lift-gain are also slightly better in the TreeBoost model. Therefore, they concluded that the TreeBoost classification model is an effective system for determining the survival rate of oral cancer patients. Rogers and Joyner [12] shows a special type of DM technique, called SAS software (Statistical Analysis Software), that can be utilized as a solution for the increasing costs in the healthcare sector and to improve the quality of service and care provided by hospitals and healthcare centers. The authors of the study discussed the DM methodology used in SAS software and applied it when studying the factors affecting the healthcare industry. It was shown that it can be used to solve serious and critical problems in the healthcare sector. This research is an example of applying types of DM (Statistical Analysis in this case) on medical data sets. Finally, in a closely-related study to this research topic [13], the authors submitted a survey of current techniques of knowledge discovery in databases, using DM techniques that are used in today’s medical research, particularly in Heart Disease Prediction. When predicting a heart attack, 15 characteristics are listed and with basic DM technique, other approaches, such as Artificial Neural Network (ANN), Time Series, Clustering and Association Rules and soft competing approaches can also be combined.

This research focuses on using the basic information about the patient, such as age and results of scans, to provide an initial diagnosis of PDA. This helps to predict PDA cases as early as possible, especially in small towns which are far from large hospitals in major cities. It helps hospitals schedule urgent cases of PDA in waiting lists according to their urgency level.

IV. THEORETICAL BACKGROUND

In this study, DM techniques are used to diagnose PDA and to arrange patients according to their urgency level. To gain a better understanding of this study, it is important to
first understand what PDA is, what DM techniques are and how they work.

**A. Patent Ductus Arteriosus (PDA)**

PDA is “a persistent opening between two major blood vessels leading from the heart. The opening, called the ductus arteriosus, is a normal part of a baby's circulatory system before birth that usually closes shortly after birth. If it remains open, however, it is called a patent ductus arteriosus.” [14]. This opening allows a great deal of blood to enter the lungs and heart, causing extra blood pressure on the lungs and enlarging and weakening the heart. There are no clear causes for this disease, but genetics may play a role. A defect in one or more gene could prevent the DA from closing normally after birth [14]. Symptoms of PDA depend on the size of the defect. While small PDA can have no signs sometimes, large PDA can be detected as a result of different causes. These include poor eating habits and consequently very slow growth, tiring and sweating during crying or eating, a rapid heart-beat and fast breathing [14]. Treatment for PDA can vary from medication or catheter-based procedures to surgery, depending on the age of the child and the size of the PDA [14] [15]. As PDA patient numbers increase, the pressure on hospitals to provide urgent care grows, whether this be interventional care or damage repair. Unlike other fields of medicine, in PDA, time is of essence and intervention cannot be delayed. Thus, the need to create a system that can speedily analyze the statistics is crucial in determining the level of urgency for each child that requires PDA-related surgery.

**B. Data Mining (DM)**

DM is a process, which finds useful patterns from large quantities of data [16]. It is the core step of the knowledge discovery process [16]. These steps are:

- **Data selection**: This is the selection of applicable data and records from the one or more databases applicable to the relevant study.
- **Data preprocessing**: This step involves the removal of irrelevant items and data entries that are not connected to the work environment. Data preprocessing allows the transforming of the original data into a suitable shape to be used by a mining algorithm, before starting the process of DM algorithm analysis [17].
- **Data transformation and enrichment process**: This step contains the calculating of the new characteristics from the existing characteristics.
- **Data Mining**: The application of DM techniques to the data to obtain new patterns and models.

DM can be carried out using numerous methods, depending on the type of data used and the result required from DM. In this study, the focus will be on three DM techniques: Classification, Clustering and Association Rule.

1) **Classification**:

As the main process [18] that is included in DM systems, this maps the various types of data into well-defined subgroups and classes. Another name for the classification process is Supervised Learning. Supervised Learning consists of two main stages; the first phase is a model construction and the second is model usage. Model construction: This phase contains the operations of building the used model in the structures of the attributes.

Model usage: All the operations that are used in utilizing the model.

2) **Clustering**:

Clustering is a process of grouping physical or abstract objects into classes of similar objects. Clustering and Classification are both grouping methods. Clustering is an unsupervised classification, whereas Classification is a supervised grouping. Classification and Prediction are also related techniques. Classification predicts class labels [19] whereas Prediction predicts continuous-valued functions. The major clustering algorithms are:

- Partitioning algorithms: Construct various partitions and then evaluate them according to certain criteria.
- Hierarchy algorithms: Create a hierarchical decomposition of the set of data (or objects) using certain criteria.
- Density-based: Based on connectivity and density functions.
- Grid-based: Based on a multiple-level granularity structure.
- Model-based: A model is hypothesized for each of the clusters and the idea is to find the best fit of that model for each other.

In this research, a portioning technique called K-Means is used [19]. This works with numerical values only, which suit the numerical measurements of the PDA scans.

3) **Association Rule Mining (ARM)**:

The concept of ARM is considered to be one of the main studies in DM methods. Such rules associate one or more attributes of a dataset with another attribute, producing an if–then statement concerning attribute values. The original problem is the market basket analysis which tries to find all the interesting relations between the bought products. Sequential pattern mining attempts to find inter-session patterns, such as the presence of a set of items followed by another item in a time-ordered set of sessions or episodes. The association rule is an implication expression of the form X → Y, where X and Y are disjoint item sets. The strength of the association rule can be measured by its support and confidence. Support determines how often a rule is applicable to a given dataset, while confidence determines how frequently items in Y appear in transactions that contain X [20].
V. RESEARCH METHODOLOGY

In this research, DM techniques are used to solve the problem of diagnosing and determining the urgency level of PDA patients. DM can assist in classifying patients according to the urgency of their cases in order to recommend the correct course of treatment, or pre-plan a date for their scheduled treatment, procedure or surgery. Within this study, data relating to PDA patients will be gathered from patients’ records at KFMC, including their test results, image scans, medical history and physicians’ diagnosis. This data will be stored in tables after being checked and cleansed to eliminate any incomplete records and to transform the data into numeric values or classify it into categories to prepare it for the application of different DM techniques.

Meetings with cardiology physicians at KFMC were initially conducted to discuss their approach to determine the urgency level for each PDA case. Physicians explained the main tests they carry out and scanned the images PDA patients have undertaken. Physicians provided a detailed explanation for each test and scan result, whilst showing the circumstances under which these results are considered normal, abnormal or critical. This helped gain an initial understanding of exactly how the urgency of PDA patient’s urgency level is determined. Afterwards, DM techniques were applied to this data to find one standard model to classify patients according to their urgency level. In this research, Waikato Environment for Knowledge Analysis (WEKA) application was used to apply DM techniques. WEKA contains tools for data pre-processing, classification, regression, clustering, association rules, and visualization [21], which facilitates the application of different DM techniques on the data and compares the results in order to understand the relationships between the patients’ attributes (details such as age, weight, height and test results) in order to obtain the most accurate model to classify patients according to the urgency level. Following this, testing was carried out on new patients using the proposed model. The results were compared to the results carried out by cardiology consultant physicians to ascertain its effectiveness and success. In case the proposed model yields inaccurate results, it was automated into a useful and easy to use tool. Otherwise, DM techniques were applied again to obtain an improved model, which was then tested again.

The proposed DSS can help in classifying the urgency level of PDA patients as speedily and efficiently as possible based on their test results, sometimes without the need to be examined, at this stage, by a physician. The measures to test the effectiveness of the system are based on two aspects:

- Accuracy of the urgency level suggested by the tool. The tool will be used to determine the urgency level for new PDA patients. The consultant physicians at the hospital determine its accuracy and check the results given by the tool.

VI. USING DM TO BUILD MODEL TO DIAGNOSE PDA PATIENTS

In this research, DM techniques are applied on PDA patients’ records.

A. Applying Classification on PDA Patient Records

After collecting PDA patients’ records from KFMC, the data was stored in an Excel file in Comma Separated Values (CSV) format, which can be used in WEKA. The records included a copy of ultrasound scans photos. The details about the PDA dimensions are kept in a separate database, which is accessed, only by the physicians. The patient’s record stores the PDA size as small, moderate or large. Attributes of the records are explained in Table 1.

After applying classification using decision tree classification, the tree in Fig. 1 was generated. The correctly classified instances are: 234, whilst the incorrectly classified are only 2 records, giving this model a very high accuracy percentage of 99.15%.

The main attribute for classifying the patients in the tree is the current age.

TABLE I. ATTRIBUTES IN PDA PATIENTS’ RECORDS FROM KFMC

<table>
<thead>
<tr>
<th>Attribute Name</th>
<th>Type</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>Nominal</td>
<td>F or M</td>
</tr>
<tr>
<td>Current age</td>
<td>Numerical</td>
<td>Integers from 0 for new born</td>
</tr>
<tr>
<td>Height</td>
<td>Numerical</td>
<td>Integers</td>
</tr>
<tr>
<td>Weight</td>
<td>Numerical</td>
<td>Decimal numbers</td>
</tr>
<tr>
<td>Heart rate</td>
<td>Numerical</td>
<td>Integers</td>
</tr>
<tr>
<td>PDA last size</td>
<td>Nominal</td>
<td>Non: the patient does not have previous scan</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Small, Mod, Large</td>
</tr>
<tr>
<td>PDA current size</td>
<td>Nominal</td>
<td>Small, Mod, Large</td>
</tr>
<tr>
<td>Change</td>
<td>Nominal</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td>No</td>
</tr>
<tr>
<td></td>
<td></td>
<td>New: if the patient does not have previous scan</td>
</tr>
<tr>
<td>Period to monitor</td>
<td>Numerical</td>
<td>Integers</td>
</tr>
<tr>
<td>Decision</td>
<td>Nominal</td>
<td>Wait: the patient gets medical treatment and waits for another scan after 3 or more months</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Urgent: if the patient needs Surgery or Catheter Procedure</td>
</tr>
</tbody>
</table>
1. If the age of the patient is older than 30 months, then it is an Urgent case. This is applied in 20 cases.

2. If the child’s age is less than, or equal to, 30 months and the current size of PDA is small then the patient receives medical treatment and waits for 3 months for a further scan. This is applied in 72 cases.

3. If the age of the patient is less than, or equal to, 30 months of age and the current size of PDA is moderate then there are two cases depending on the current age:
   - If the age is less than, or equal to, 9 months then the patient receives medical treatment and waits 3 months for another scan. This is applied in 40 cases, with the exception of one case where the decision was revealed as Urgent.
   - If the age is more than 9 months, then the patient case is urgent. This is applied in 20 cases, except for one case whereby the decision was to receive medical treatment and wait for 3 months for a further scan.

4. If the age is less than, or equal to, 30 months and the current size of PDA is large then there are 3 cases depending on whether there was a change on the PDA size:
   - No change: the case is classified as Urgent. This is applied in 32 cases
   - There was change: there are 2 cases based on the age:
     - Age less than, or equal to, 5 months: receive medical treatment and wait 3 months for new scan. This is applied in 16 records
     - Age is greater than 5 months: it is an Urgent case. This is applied in 4 cases.

   - The change = New, which denotes a new patient with no previous record. There are 2 cases based on the current age:
     - Age less than, or equal to, 6 months: receive medical treatment and wait 3 months for new scan. This is applied in 16 cases.
     - Age is greater than 6 months: it is an Urgent case. This is applied in 16 cases.

The previous model uses the PDA size and patient age to provide an accurate initial diagnosis of PDA.

B. Applying Clustering on PDA Patient Records

One of the clustering techniques provided by WEKA is called Simple K-Means [21]. WEKA uses the mean of the attributes to group the records into K groups or clusters, such that the records in each group are closer to each other (similar to each other) than they are to records in other groups. Clustering works better with numerical attributes than with nominal attributes. The records of PDA patients collected from KFMC have both numerical attributes, such as, age, height and weight, and nominal attributes, such as, PDA size, and gender. In order to apply a Simple K-Means algorithm, nominal attributes should be changed into numerical attributes.

The specialists from KFMC who were consulted for this study explained that gender is not a major attribute in deciding the urgency level of PDA patients. Research and publications of study articles related to PDA treatments also suggest that although PDA is more common in girls than boys, gender does not affect the diagnosis of the disease. For these reasons, sex attribute is not used in the clustering process.
technique. The other nominal attribute is PDA size, and it is replaced with the average size as follows:

- Small less than 1.5mm. Therefore, it is replaced by 1.25.
- Moderate between 1.5mm and 2mm, so it is replaced by 1.75.
- Large greater than 2mm, so it is replaced by 2.25.

Applying simple K-Means making \( K = 2 \), which means the results will give 2 clusters, one for patients who receive treatment and wait for 3 months to have another scan and a class for patients who need urgent treatment. The two clusters are shown in Table 2.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Cluster #1</th>
<th>Cluster #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current age in months</td>
<td>6.9181</td>
<td>1.6111</td>
</tr>
<tr>
<td>Height</td>
<td>62.7451</td>
<td>1.2391</td>
</tr>
<tr>
<td>Weight</td>
<td>15.5109</td>
<td>1.9457</td>
</tr>
<tr>
<td>Heart rate</td>
<td>10.6685</td>
<td>115</td>
</tr>
<tr>
<td>PDA last size</td>
<td>71.9565</td>
<td>108.3333</td>
</tr>
<tr>
<td>PDA current size</td>
<td>115</td>
<td>1.2391</td>
</tr>
<tr>
<td>Decision</td>
<td>Urgent</td>
<td>Wait</td>
</tr>
<tr>
<td>Number of records</td>
<td>92</td>
<td>144</td>
</tr>
</tbody>
</table>

The table shows that:

- Older patients (average 15.5 months) are more likely to be classified as urgent, while younger patients (average 7.1 months) receive treatment and remain under observation.
- As expected, older patients have higher height and higher weight, so height and weight averages are related to the same clusters as age.
- Higher heart rate was related to Urgent cases while lower heart rate is related to patients who receive treatment to remain under observation.
- The important attribute here is the current size of PDA: average 1.9 (which means moderate or large PDA) means Urgent case, while smaller PDA with average 1.6 is not urgent.

These results comply with the results obtained from the decision tree used in the classification.

C. Applying Association Rule on PDA patient records

Association rule technique is applied to those patients whose cases are classified as “Urgent” to determine the urgency level. Doctors determine the urgency level of the patient based on many factors, such as age, size of PDA, tests and ultrasound scans. There are three levels of urgency:

- Level1: needs immediate surgery.
- Level2: needs surgery within a month or two.
- Level3: needs to undergo more tests and scans to determine a time for surgery.

To apply the association rule, all the attributes should be nominal, so the patient’s age is transformed into age group. Also, the heart rate was transformed from numbers into nominal: low, normal, and high. The height and weight were also transformed into nominal values.

- Group a: less than 6 months
- Group b: between 6-12 months
- Group c: between 12-36 months
- Group d: older than 36 months

These ranges are based on the physicians’ suggestion at KFMC. After applying association rule on the patients’ records, the following rules were obtained:

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Cluster #1</th>
<th>Cluster #2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Current age in months</td>
<td>6.9181</td>
<td>1.6111</td>
</tr>
<tr>
<td>Height</td>
<td>62.7451</td>
<td>1.2391</td>
</tr>
<tr>
<td>Weight</td>
<td>15.5109</td>
<td>1.9457</td>
</tr>
<tr>
<td>Heart rate</td>
<td>10.6685</td>
<td>115</td>
</tr>
<tr>
<td>PDA last size</td>
<td>71.9565</td>
<td>108.3333</td>
</tr>
<tr>
<td>PDA current size</td>
<td>115</td>
<td>1.2391</td>
</tr>
<tr>
<td>Decision</td>
<td>Urgent</td>
<td>Wait</td>
</tr>
<tr>
<td>Number of records</td>
<td>92</td>
<td>144</td>
</tr>
</tbody>
</table>

VII. RESULTS

DM classification and clustering techniques were used to diagnose PDA and classify patients into two categories: urgent cases and non-urgent, which are referred to here by Wait cases where the patient receives medical treatment and waits for another check-up after 3 or more months. Urgent cases were then arranged into three levels of urgency using association rule DM techniques. The models presented by this research were tested by cardiology specialists at KFMC who subsequently approved them. They suggested using age
range instead of actual age in months to make the diagnosis more general. The suggested age groups are:

a: 0-6 months / b: 6-12 months / c: 12-36 month / d: older than 36 months

After applying the specialists’ recommendations, the resulting model is shown in Table 4.

### TABLE IV. THE RESULT OF APPLYING DM TECHNIQUES ON PDA PATIENTS’ RECORDS

<table>
<thead>
<tr>
<th>Case group</th>
<th>Diagnosis</th>
<th>Urgency level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group = a, b &amp; PDA current size = Small</td>
<td>Wait</td>
<td></td>
</tr>
<tr>
<td>Age group = a &amp; PDA current size = Large &amp; Change = yes</td>
<td>Wait</td>
<td></td>
</tr>
<tr>
<td>Age group = b, c &amp; PDA current size = Large &amp; Change = yes</td>
<td>Urgent</td>
<td>Level1</td>
</tr>
<tr>
<td>Age group = a, b, c &amp; PDA current size = Large &amp; Change = no</td>
<td>Urgent</td>
<td>Level1</td>
</tr>
<tr>
<td>Age group = a &amp; PDA current size = Large &amp; Change = new</td>
<td>Urgent</td>
<td>Level1</td>
</tr>
<tr>
<td>Age group = b, c &amp; PDA current size = Large &amp; Change = new</td>
<td>Wait</td>
<td></td>
</tr>
<tr>
<td>Age group = a &amp; PDA current size = Mod</td>
<td>Wait</td>
<td></td>
</tr>
<tr>
<td>Age group = b &amp; PDA current size = Mod</td>
<td>Urgent</td>
<td>Level2</td>
</tr>
<tr>
<td>Age group = c &amp; PDA current size = Mod</td>
<td>Urgent</td>
<td>Level1</td>
</tr>
<tr>
<td>Age group = c &amp; PDA current size = Small</td>
<td>Urgent</td>
<td>Level3</td>
</tr>
<tr>
<td>Age group = d</td>
<td>Urgent</td>
<td>Level1</td>
</tr>
</tbody>
</table>

### VIII. CONCLUSION AND FUTURE WORK

This study presented a hybrid approach to diagnose PDA as early as possible using simple tools. The introduction of an ultrasound scan that is readily available in almost all medical centers in Saudi Arabia is one method of detection and diagnosis. This study also recommends increasing the awareness of PDA amongst first time parents, as well as parents with more than one child, as early as possible, to ensure that they are educated to understand what PDA is and to seek medical help as soon as they notice any symptoms in their baby, such as shortness of breath, sweating while feeding, struggling to breathe and nurse at the same time or quite simply being too attached to nursing. To a parent, some of these symptoms may not appear to be any obvious cause for alarm, but with prior knowledge of PDA, early diagnosis and intervention could quite well positively impact on health and life expectancy. Ultimately, the goal is to produce a longer living and healthier Saudi population.

It is expected that when increasing the awareness of PDA, this will, in turn, increase the number of PDA patients in Saudi Arabia. The result will create a strain on already struggling hospitals and also substantially increase the number of patients needing to go onto a waiting list to see a consultant as well as those patients who have already received a diagnosis but require ongoing medical treatment to prevent surgery, as well as to maintain their health. Overall, the burgeoning hospital outpatient clinics for those patients with PDA will need to be overhauled to ensure that all patients are attended to in timely and appropriate manner.

While working on this research, we faced many difficulties. For example, the details of the scans, such as the dimensions of the PDA, were not saved in the patients’ records. This information was saved in special files which can be accessed by the physicians only. This made collecting the information needed for the patients extremely difficult. It was not easy to meet the specialists at KFMC for any length of time as they were tremendously busy all the time.

Regarding future work, further study and analysis should be carried out on more patients from different hospitals to obtain a more accurate model to diagnose PDA and determine its urgency level. Additional data should be added to the patients’ records to show all the detailed measurements taken from the ultrasound scan.
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Abstract—Robots have potential to revolutionize the way we interact with the world around us. One of their largest potentials is in the domain of mobile health where they can be used to facilitate clinical interventions. However, to accomplish this, robots need to have access to our private data in order to learn from these data and improve their interaction capabilities. Furthermore, to enhance this learning process, the knowledge sharing among multiple robot units is the natural step forward. However, to date, there is no well-established framework which allows for such data sharing while preserving the privacy of the users (e.g., the hospital patients). To this end, we introduce RoboChain - the first learning framework for secure, decentralized and computationally efficient data and model sharing among multiple robot units installed at multiple sites (e.g., hospitals). RoboChain builds upon and combines the latest advances in open data access and blockchain technologies, as well as machine learning. We illustrate this framework using the example of a clinical intervention conducted in a private network of hospitals. Specifically, we lay down the system architecture that allows multiple robot units, conducting the interventions at different hospitals, to perform efficient learning without compromising the data privacy.

Keywords—Distributed Robotics; Data Privacy; Blockchain; Federated Learning; Distributed Robotics; Mobile Health Technologies.

I. INTRODUCTION

Recent advances in mobile and robotic technology have found applications in many domains including entertainment, education and health [1]. In particular, Socially Assistive Robotics (SAR) [2] has emerged as a research field that aims to create robots that can empower humans in a number of activities. This has brought various types of social robots: from humanoid robots to medical devices and responsive home appliances [3]. One of the main potentials of this type of robots is their ability to monitor and improve human well-being and health [4]. More specifically, in the health domain, robots have been used to improve clinical interventions for individuals with neurodevelopmental conditions such as autism [5], and also for monitoring and assisting people with conditions such as dementia [6], among others. As part of the intervention, robots need to be able to establish naturalistic and engaging interactions with humans. Since these robots are typically equipped with a number of sensors including audio-visual sensors, and also have access to vast ‘prior’ data (different types of interactions tested in different contexts), they have potential to constantly learn and improve their interaction capabilities [7]. This, in turn, could lead to more effective health and well-being interventions as the robots will constantly be improving by learning from data. This is also true in the case of alternative mobile health technologies [8] (e.g., mobile phones, tablets and computer monitors), however, the three dimensional embodiment of robots is typically perceived more human-like and engaging by target patients [9].

Until recently, this process was limited due to the inefficiency of existing learning techniques (e.g., most of human-robot interactions would be pre-scripted). The increase in available human data (‘big data’) and progress in Machine Learning (ML) [10] (in particular, ‘deep learning’ [11]), have enabled to automate parts of health interventions [12], allowing the robots to learn more efficiently and customize the interventions. However, this requires the use of personal and highly sensitive data, especially when working in clinical settings [13][14]. The main downside of existing solutions is that these data are highly isolated, thus, not shared among different sites (e.g., hospitals). This is mainly because of data privacy issues and their potential misuse by untrusted parties. This limits the knowledge sharing that could otherwise benefit clinical interventions enhanced by robots. Consequently, this constrains the learning and adaptation of the robots to existing and new contexts, hindering the progress toward more efficient health interventions. Even though the SAR is moving rapidly, to date, there is no a well-established framework that addresses the challenges mentioned above, while exploiting the full potential of personal and other sensitive data in an open, secure, decentralized, and efficient manner.

Over the last decade, it has been shown that open access datasets have been extremely useful to extract knowledge in diverse fields such as urban planning [15], environmental monitoring [16], and health care [17]. However, as the ubiquity of these data increases, it might also become less secure. In contrast, siloed data can provide a measure of security, but raises issues of inter-operability [18]. There is also increasing interest by governments [19], societies [20], and industry [21] to share knowledge based on data. However, this needs to be balanced with the right to preserve the privacy of the subjects represented in the data [22]. To provide a viable solution to this trade-off, novel platforms like MIT OPen ALgorithms (OPAL) [23] have proposed a change of paradigm: rather than moving data into a centralized location, so that it can be queried, analyzed, and processed by an algorithm, the queries are delivered to the nodes containing the datasets of interest instead. In other words, the algorithm needs to be ‘sent’ to the data. Then, queries would be executed by the relevant node, with the results being reported back to the querier – who would merge the results into a meaningful analysis. In this way, the raw data never leaves its physical location and the owner never looses control over it. Instead, nodes that carry relevant datasets execute queries and report the results. Importantly, security and privacy becomes more manageable in this paradigm because each node controls its own data store and monitors the privacy entropy of released answers.
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Likewise, the emergent technologies such as blockchain [24], a chronological ledger of transactions that ensures the integrity of the information included, can be used to capture and log both queries and their correspondent answers. Blockchain provides a useful mechanism to support post-event audits [25], enhanced privacy, and availability [26] in the systems that rely on sensitive data. These characteristics of the system increase its transparency and have already been proven useful in medical applications [27][28], as well as distributed robotics scenarios [29][30]. Moreover, the blockchain technology offers practical means to safely and securely store and track the use of personal data as well as the parameters of the ML models used for the robot intervention. This increases the users’ trust in the system and provides a rich source of information that can be used to better design future interventions. It is also worth noting that our framework deploys blockchain technology but is independent of any specific implementation. We seek to cater to a broad set of deployment scenarios. As such, RoboChain can be deployed with (i) public blockchains (ii) semi-private blockchains, or (iii) private/permissioned blockchains. We define a public blockchain as one where anyone can read/write to the blockchain, and as such has the ability to read and validate transaction entries. We define a semi-private blockchain as one where anyone can read and validate transaction entries, but only authorized entities are able to create or write transaction to the blockchain. Finally, we define a private/permissioned blockchain as one where only authorized entities are able to read/write to the blockchain. In the following, we simply refer to the blockchain regardless of the type used.

To address the challenges of the private data inclusion in Human-Robot Interaction (HRI) and, more specifically, as part of health/clinical interventions, we propose a secure and efficient framework aimed at addressing the following aspects of target HRI interactions: (i) how to achieve an effective and efficient data-driven HRI based on patients’ data from clinical interventions without breaching the data privacy. This includes mechanisms to notarize, verify, and account for all inflows/outflows of the data involved in the process. (ii) How to achieve an efficient way to train and continuously improve ML models, being a part of the robot’s perception during the intervention [13], using the interaction data collected in (i). (iii) Finally, we address how to efficiently update and share the learned ML models obtained in (ii) among different robot units connected in a sparse network (e.g., multiple hospitals). To this end, we introduce a novel framework for secure data-driven HRI, named RoboChain, which builds upon and combines the latest advances in OPAL, blockchain, and ML technologies. We illustrate its potential utility in the context of health domain and clinical interventions as part of autism therapy. However, the key to the RoboChain approach is that users (e.g., patients) have the possibility to check what information was generated and/or captured during the interaction with the robot (e.g., the therapy), and confirm that this information do not compromise their privacy. Furthermore, we show how the secure sharing of the knowledge of the robots connected in a network can increase the efficacy of a decentralized learning process.

The rest of the paper is structured as follows. Section II presents an overview of how assistive robots carry out health interventions and the different elements involved in the process. Section III describes in detail the RoboChain architecture and its information workflow. Section IV describes the combination of RoboChain and federated learning. Finally, we conclude this work in Section V with the discussion, limitations and future work.

II. ASSISTIVE ROBOTS FOR HEALTH INTERVENTIONS

To illustrate our approach, we use as a running example the HRI in an occupational therapy (“the intervention”) for individuals with autism (“the patient”), where a humanoid robot NAO (“the robot”) is used as an assistive tool. Engaging patients with autism in an intervention is a challenging problem as they easily lose their interest and often quickly disengage from the intervention activities. However, the majority of these patients find robots quite engaging because of their, in contrast to humans, consistent behavioural expressions. This, in turn, allows them to sustain the patient’s engagement and perform the intervention more effectively. The latter is achieved via a number of pre-scripted activities by the robot, aimed at improving socio-cognitive skills of the patients. Namely, these patients have, among others, challenges in interpreting behavioural cues of emotions of other individuals. The goal of the robot intervention is then to assist the therapist in teaching the patients to recognize/imitate these expressions. For instance, as part of the intervention, the robot may play an imitation game with a patient by asking the patient to show his/her expression of joy. Then, the robot conveys the same emotion via his voice and bodily movements programmed to show the expression of joy of typical individuals. In this way, the patient learns to identify typical expressions of various emotions, with the aim to use that knowledge in future interactions with his/her peers. In what follows, we outline three key elements of the robot-assisted intervention that need be considered in the proposed RoboChain architecture.

A. Interaction Model (IM)

This refers to the set of activities and behaviours, defined by the domain experts, that need be performed by the robot as part of a target intervention for autism. Specifically, IMs rely on the high-level interaction modules controlling the execution of target behaviours by the robot. These behaviours are implemented to simulate the typical steps that an experienced therapists would perform as part of an intervention. However, an IM also contains the robot sensing and perception modules, which deploy pre-trained ML models to automatically estimate the key metrics needed to modulate the intervention. These may include the models for automatic detection of the patient’s low-level behavioural cues such as head pose and gaze direction, as well as high-level metrics such as engagement levels. To this end, the robot uses locally stored and pre-trained ML models. For instance, the robot can use Deep Learning Models (DLM) [11] designed for detection and interpretation of the patient’s behavioural cues directly from the image data recorded using a robot-embedded camera. However, the key challenges in this process are: (i) how to efficiently update the IMs, and thus their DLMs, (ii) how to safely share these models across multiple sites (e.g., hospitals) and (iii) how to assure that the current IMs/DLMs are the best among existing ones for analysis of the patient’s target behavioural cues.
B. Interaction Data (ID)

This refers to the data that can be harnessed using the robot’s embedded sensors such as cameras and microphones, as well as from other sensors installed at the site. As these encode personal data of the interacting patient, they should not leave the site in their raw form as it can compromise the patient's privacy. On the other hand, ID pose a great value for improving the performance of the ML models (DLMs) used by the robot. Furthermore, by consolidating the data from multiple sites, more effective IMs/DLMs can be built from these large datasets, compared to the data accessible only locally (e.g., within a single hospital). Briefly, one way to improve the models without sharing the raw data across different sites is to re-train the IM/DLMs at the target site, and then share the models’ updates with the other sites. To improve the models, experienced therapists/clinicians provide feedback, for instance, on how well the robot performed during the therapy, also sometimes in terms of manual correction of the robot’s estimates of the metrics of interest for the therapy (e.g., engagement levels for a specific patient). Once this information is accumulated locally in the form of the Therapist Feedback (TF) data paired with the raw ID, the IMs/DLMs can be updated/re-trained. For instance, this can be accomplished by fine-tuning the DLM weights using local processing servers or even on the robot hardware. The next key step is to securely share this newly acquired knowledge across multiple sites.

C. Background Data (BD)

In contrast to the ID acquired as the therapy progresses, the BD concerns the medical records of the patient, along with his/her demographics, and any other relevant (contextual) information. The latter may be the result of health and behavioral assessments of that particular patient, including, for instance, the family history, school reports, previously used medication and diagnoses, etc. These are typically stored as part of government and other public institution data, including educational centres and schools. However, instead of providing patient-identifiable data to the robot, these sites rather provide aggregated data, thus preserving the data privacy. By having access to these data and the local expert knowledge, the robot can customize its IM/DLMs to the target patient. In what follows, we describe how each of these key components (IM/DLMs, ID and BD) can efficiently and safely be used within the RoboChain framework to optimize the intervention, and, thus, its outcomes and the patient’s experience.

III. THE SYSTEM ARCHITECTURE

Figure 1 lays out the communication architecture of an individual robot deployed within a clinical intervention on the target site. This architecture outlines how the robot can gain access to safe BD about the target patient in order to adapt the therapy. It also shows how the access to this information is accounted for, and finally, how the resultant IM can be shared among different robot units in the RoboChain to increase their usability. We break down the proposed data flow into three main components as described below.

A. Background Data Service

1 - The robot is equipped with a list of secure ‘vetted’ algorithms to build its queries. The goal here is to ensure that the algorithms used are free from any kind of bias (e.g., the culture and gender discrimination, or other types that do not comply with ethical norms). They should also prevent any unintended side effects (e.g., the exposure of the patient’s behavioral or condition severity). To accomplish this, the ‘vetted’ algorithms must be verified beforehand by domain experts. For instance, the robot may query the general physical condition of the patients undergoing similar clinical interventions in order to adapt the interactions, which otherwise could adversely affect the patients. It is also important to note that this vetting does not guarantee the quality of the output which is a function of the quality of the input data. As an example, a set of hospitals that the robot is intending to query about the patient may possess detailed information about the mental wellbeing of similar patients, but may not return the BD in its original form. Rather, it provides the information about what to be avoided during the intervention instead of providing the exact details to the robot.

2 - Queries using one of the ‘vetted’ algorithms are sent to the data server. These queries may contain information obtained during the therapy. Specifically, the queries may be designed based on the expert input (by the caregiver or therapist) and/or by the robot’s sensing of the environment including the patient. For the former, the caregiver administering the intervention at the site may inform the robot about the patient’s condition and the type of information needed to execute/choose the current intervention. For our running example, i.e., the autism therapy, the therapist can decide that the patient needs to work on specific skills (e.g., practicing the eye-gaze exchange). The robot will then try to retrieve relevant information (through the queries of BD) that can assist him to better adapt the target IM to this type of social exercise.

To date, the majority of patients’ BD are stored in different datasets scattered across the Internet: belonging to governments, public institutions, private corporations, etc. Consequently, the most recent advances in network data analysis are starting to address the challenge of creating value from those datasets without breaching anyone’s privacy. OPAL is a framework that proposes a change of paradigm: instead of copying or sharing raw personal data, algorithms in the form...
of queries are sent to the datasets containing the personal information/data. Then, the queries are executed behind existing firewalls and only anonymous/aggregated information is sent back to the querier. In Figure 2, a complete patient profile which may include the patient’s medical, educational, and/or governmental data, is employed to assist the intervention. Each one of these databases is controlled by a trusted party, and personal and sensitive data is stored in a ‘raw’ format from which the BD is retrieved. Then, queries are sent to each target database and aggregated information is returned (Figure 2). As mentioned in Section II-C, the aggregated information contains the group-level information about the patient (e.g., demographics such as culture, age and gender, and aggregated behavioral assessment scores). This information allows the querier (i.e., a robot) to obtain knowledge about the target patient needed to select the most appropriate IM/DLMs. The key here is that from the returned information, the patient cannot be identified nor his/her personal data compromised during the knowledge exchange. In addition, there is a number of parameters that the robot can passively observe prior to forming the query. For instance, the robot can use computer vision algorithms to automatically infer the patient’s age, gender, and the motor abilities.

An answer with aggregated information is received at the robot’s side. Then, the robot can tailor the IM based on this. For instance, suppose that the answer is given in the form: “For this type of patients, the propensity to negative emotional reactions is n% higher than in other groups when exercise x is applied.” By knowing this, the robot can adjust the IM and, therefore, minimize the risk of exposing the patient to experiencing negative emotions.

Before the question-answer pair, which is obtained during the background data service phase, can be passed to the robot, the background auditing service section of the proposed model captures the pair to archive it on the blockchain.

Once the question-answer is stored, the system checks how to include this information in a blockchain transaction. This requires to encapsulate the information within the right data structure, depending on the type of blockchain employed. Note that here (a) the blockchain only holds the hash-value, and (b) the complete question-answer is kept by the data service where the raw data is located (as most of today’s blockchains cannot encrypt large amounts of data).

The pair of queries-answers used in the system is included in the blockchain. Then, anyone auditing the clinical interventions can inspect the pair of questions-answers used during the patient’s therapy. This increases the accountability and transparency of the HRI system, thus, improving its trustworthiness with all parties involved.

C. IM/DLM Learning and Sharing Service

As explained in Section II-A, the robot relies on the DLMs, being part of the target IM, when conducting a clinical intervention. Specifically, the robot checks out the current DLM from its local hub (Figure 4 (A)) and uses it to conduct the intervention. During this, the robot stores the information captured by its sensors, producing the ID (e.g., the audio-visual recordings of the patient and his/her responses to the IM). Together with the available BD and TF, these data allow the robot to update/improve the existing DLM models. It is worth to note that updating the IMs is also feasible at this point, however, it requires more input from the domain experts as it concerns the intervention protocols. Specifically, a supervised ML approach is adopted: the ID/BD are used as input to the DLMs, while the TF (e.g., patient’s engagement levels) as the target output. Then, the fine-tuning of the DLM parameters to the newly acquired data is accomplished using the standard back-propagation technique and by selecting an optimizer (e.g., Adadelta) [11]. With these new parameters, the robot is expected to increase its competences and adaptability to target interventions and patients [13]. An example of the data flow to/from IM and its DLMs is depicted in Figure 3.
different learning strategies can be adopted. For instance, the robots can create, store, and update the target models after each intervention, or after a sufficient amount of data has been collected. The design of specific learning strategies depends on the intervention type, and it is out of the scope of this paper. Then, these new models are committed and stored in the local repository (Figure 4 (B)) of the local hub. Once created and stored, it is assumed that these new IM/DLMs cannot be used to recreate the raw input data (ID) of the patients. Therefore, all personal data (e.g., images, audio, etc.) remain safe as they do not leave the hub. Furthermore, they are deleted after the models are updated.

The stored IM/DLMs are further deployed locally and assigned a cumulative score based on the TFs derived by validation of this model within new local interventions. As a result, a new Candidate Model (CM) along with its performance score is then created and locked on the local hub. To allow knowledge sharing – one of the key ingredients of the RoboChain framework – this new CM is then evaluated by the robot peers operating at other sites, i.e., different hubs within a clinical network. To this end, the local repository (hub) publishes the changes (Figure 4 (C)) (e.g., the difference between the previous version of the model and the new one). Finally, the hub announces the update to the entire network (Figure 4 (D)). The goal of this is to assure a fair validation of the CM before it can be adopted as the new version of the IM/DLMs for target intervention.

IV. ROBOCHAIN AND FEDERATED LEARNING

The key property of the RoboChain framework is its ability to perform ML operations of the IMs/ DLMs without the need to store the data, acquired during interventions, in a centralized location (e.g., a shared hub within a network of hospitals). This is achieved using the notion of “Federated Learning” (FL) [31], which allows for smarter models, lower latency, and less power consumption, while ensuring the patients’ privacy. Furthermore, FL allows the new models to be deployed immediately on the robot units from other sites such as different hospitals in a private network.

Figure 5 depicts the FL approach employed in the RoboChain network. First, as mentioned in Section III-C, the source hub/robot (\(R_{i(0)}\)) ‘advertises’ the new CM by announcing the IM/DLM updates to the entire network. Then, the destination robots (\(R_{i(j)}\)), where \(i = 1 \ldots N\) denotes the target sites/hubs, are notified by their local hub that there is an update available in the network (Figure 5 (I)). This can be achieved by the subscription pipeline they have with their local hub (Figure 4 (E)). In case the updates are available, the robots can retrieve and apply them to their working directory. It is worth to note that this does not mean that the robots are committing the received updates to their local repository yet. Once the CM (\(M_{i(c)}\)) is adopted from the source hub by the destination robots, the latter will start its evaluation, quantified by the therapists at the destination sites in terms of the TF scores (\(F_{R_{i(j)},M_{i(c)}}\)). Additionally, in order to leverage the new local data, the destination hubs can also return the model updates to the source site (obtained in a similar fashion as when creating the CM). These, in turn can be used to construct the new model at the source hub. An example of this approach, but applied in the context of mobile phones, can be found in [31].

The next stage in RoboChain is to consolidate the feedback information from the destination hubs/robots (Figure 5 (II)). This can be achieved using time-constraints (i.e., waiting for a pre-defined period of time to receive the feedback), and/or when a target consensus is achieved. For instance, if the feedback score for the CM (\(M_{(c)}\)) is higher than for the currently accepted model (\(M_{(j)}\)), i.e., \(F_{(i,M_{(c)})} > F_{(i,M_{(j)})}\). If this is fulfilled, \(R_{i(s)}\) creates a new model (\(M_{(j+1)}\)), which is then published to all connected hubs, and committed to their robots’ local repositories (Figure 5 (III)). In this way, the new baseline model for future interventions is endorsed by the network. This process can be implemented via modern control version systems (e.g., git, mercurial, etc.) in order to store and share the resulting model configurations (e.g., the DLM topology, hyper-parameters, etc.) obtained after new interventions. This is an important feature of RoboChain since
it allows the robots to rollback to the last consensual version of the model ($M(j)$), in case a consensus did not take place within the network. Moreover, since the robots keep the list of all changes in their local repository, there is a promising research approach in analyzing the metadata available in the updates applied to the repository.
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Figure 6. Once a $R(s)$ obtains a new candidate model validated by the network, $R(s)$ is responsible to send a transaction to a blockchain including the key information to verify the consensus process. Important information such as timestamps, hash of the new model, and encrypted data is provided. Even though this transaction is included in a public blockchain, the information within is only readable by the participants of the private clinical network.

In order to notarize and log the creation of the new models and their consensus processes within the network (Figure 6), $R(s)$ is required to send a transaction to a blockchain (public, semi-public, or private) including information such as the timestamp of the global update broadcast (Figure 5 (III)), a hash string that encapsulates the information about the model update (e.g., differences in the weights, hyper-parameters, etc.), and an encrypted data field signed by $R(s)$ containing information such as the public IDs of the robots that took part in the consensus process and their correspondent feedback scores. This transaction on the blockchain is necessary to allow participants within the private network (e.g., hospitals, care-centers, etc.) to prove/validate how models were created, who participated in their consensus process, and when did those transaction take place. It is also important to highlight that the hash string included in this transaction is useful to check and confirm that the models acquired by robots are indeed the version agreed upon by the network, and not a corrupted version from a third-party agent. In addition, the encrypted data field signed by $R(s)$ contain sufficient information to allow the users to confirm their participation in the consensus process and check that $R(s)$ was not biased at the moment of promoting $M(j)$. This information is readable by any participant in the private clinical network, since they know the public identifier (i.e., public key) of $R(s)$. By contrast, the peers connected to the blockchain but not members of the private clinical network do not have the means to decrypt this information or identify the nodes involved in the consensus process. This is because all required public/private keys remain within the boundaries of the clinical private network. Finally, note that the whole consensus reaching process could have been implemented directly on the blockchain via ‘smart contracts’ in order to prevent intruders from ‘attacking’ the network; yet, we assume here that the network access is protected.

V. DISCUSSION, LIMITATIONS AND FUTURE WORK

Until recently, the creation and training of DLMs have been a computationally-hungry process (e.g., requiring expensive dedicated hardware such as GPU chips). Because of this, the adoption of these models in embedded devices (e.g., robots) has been a challenging task, especially for low-cost robot units. However, not long ago, new platforms such as TensorFlow Lite [32] have paved the way for deployment of machine learning inference algorithms directly on target devices. This has been made feasible via an improved scheduling process. For instance, the DLM training happens only when the device is idle, plugged in, and counts with an open connection to the Internet, so there is no impact on the robot’s main tasks. Tools such as TensorFlow Lite provide a lightweight solution for DLMs allowing also the federated learning approach, as proposed in this paper.

The federated learning network interconnecting the participant parties (e.g., hospitals, care centers, etc.) and its correspondent robot units is not public. Thus, it requires a permission of one (e.g., governmental institutions) or several parties to join and start contributing to the DLM learning process. We opted for this design approach since we understand that some form of trust is required in the institutions that deal with a sensitive task such as autism therapy. For these reasons, we assume there are no byzantine peers (e.g., malicious partners) within the network trying to bias or hinder the system operation. However, due to the inclusion of both transactions in the blockchains, the OPAL query/answer pair and the announcement of a new DLM adoption, we provide the necessary means to allow all the participants to check and prove the integrity of the interaction and learning process in RoboChain. Note also that our current framework assumes that the new models (IM/DLMs) are published by one party at the time; yet, multiple sites can propose new candidate models at the same time. This could easily be managed by introducing ‘smart contracts’ on the blockchain to attain the synchrony among the sites. Also, we illustrated our framework using a single intervention, but the RoboChain should leverage data from multiple interventions occurring simultaneously at different sites. To tackle this, IMs/DLMs could be structured in a modular form, enhancing each other as more patient data become available.

One of the aspects left for future work is the adaptation of the proposed system to different ethical frameworks for working with human data [33]. As mentioned in Section III-A, the use of ‘vetted’ algorithms ensures that the queries created during the therapy are fully aligned with the ethical policies of the relevant regulatory bodies (e.g., Institutional Review Boards (IRB)). This is particularly important when working with healthcare data [34], as envisioned in RoboChain. It is also important to emphasize that in RoboChain both queries and answers are stored on a blockchain instance, which allows all interested parties to verify the compliance of these ethical norms. However, further research is needed to develop robot controllers that protect the safety (“by default”) of the patients (e.g., due to hardware malfunctioning and/or software bugs). For instance, robot controllers should always ensure that regardless of what type of information/DLMs are obtained through the RoboChain, the physical and mental states of the patients should not adversely be affected in any way.
To summarize, in this paper, we proposed RoboChain - the first learning framework for tackling the privacy issues in the use of personal data by multiple robots during HRI. We illustrated this framework using artificial intelligence as an example of an intervention conducted simultaneously by robot units at multiple hospitals. While the RoboChain proposed here offers the main principles for secure data and models sharing between multiple robot units and their sites, in future we plan to empirically evaluate this concept. To this end, in the first stage we aim to collect the intervention data from several hospitals in order to test the RoboChain framework in a simulated data-exchange scenario. In the second stage, we aim to have the RoboChain system running in real time on a private network. One of the main challenges that we envision in this process is how to enable efficient and real-time learning of IMS/DLMs. We expect that for this, existing ML approaches will need to be adapted so that they can efficiently communicate/be integrated with the OPAL and blockchain technologies. Also, how to extend the RoboChain framework so that it can simultaneously handle multiple private networks, in order to further increase the learning efficacy or interface with mobile health devices, are other promising directions to pursue.
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Abstract—Current studies show that obesity is reaching higher rate in Saudi Arabia. Health problems related to obesity, like diabetes, obstructive sleep apnea, and osteoarthritis are becoming serious concerns in the Saudi society. In the same time, mobile phones have been embraced by a rapidly increasing number of people worldwide in general and in Saudi Arabia in particular. Using smartphone mobile health applications to watch food calories is an effective method to fight obesity. However, most of the current mobile diet applications are available in English language and do not provide the number of calories for Saudi foods. This paper presents So’reh, a mobile health application for a dietary evaluation. So’reh aims to show the number of calories in Saudi foods based on barcode reading using a mobile camera, or typing full or part of a food’s name. Moreover, the application allows guest (unregistered) users to explore the reviews for different kinds of foods. If users register in the application then they can review the taste and quality of the food and create a diet plan to maintain their weight by logging intake calories and follow up drinking water. In this paper, we will describe the development process of So’reh mobile application and the implementation challenges.

Keywords—Mobile health; mHealth; Application; Dietary evaluation; Obesity.

I. INTRODUCTION

Saudis through time are becoming more concerned about their health and their eating lifestyle. This concern comes in the fact of Saudi Arabia now has one of the highest obesity and overweight prevalence rates [1]. Studies show that 7 out of 10 Saudis are overweight [2]. This is a direct result of Saudi Arabia becoming more developed. Populations in the developed world are mostly affected by obesity. The fast and busy style of modern life prevent people from the pleasure of thinking of the quality of their food and choosing the healthy ingredients [2].

Obesity is a major source of a number of diseases, including hypertension, diabetes, obstructive sleep apnea, hyperlipidemia, and osteoarthritis [1]. Previous studies have revealed that obesity is also among the major cause of co-morbidities, including cardiovascular diseases, cancers, and the related issues that may lead to morbidity and mortality [2].

In addition to the health problems, obesity represents a relative economic burden on countries economy [3].

Obesity is considered as a significant public health issue, which raise a concern globally. The World Health Organization (WHO) states that obesity rates have been nearly tripled worldwide, since 1975 [4]. Statics conducted in 2016, by WHO organization shows that 39% of the adults were overweight and 13% were obese [4]. The same statics show that 41 million children under age 5, around the world, were either overweight or obese [4].

Nowadays, Saudis become more aware that healthy eating habits will lead to a healthy life. The conducted survey in [5] shows that, although the overweight prevalence rates are high in Saudi Arabia, the overweight prevalence rates are decreasing, as shown in Figure 1.

Moreover, mobile phones have been embraced by a rapidly increasing number of people worldwide, in general, and in Saudi Arabia, in particular.

Therefore, using smartphone mobile health applications can contribute to decrease the overweight prevalence rates. B. Spring et al. [6] shows that, people who use mobile weight loss applications as a part of a comprehensive weight loss program, are better able to lose weight and keep it off.

There are several applications that have been developed to help people looking after their health. One type of these applications is calories counter applications. Users of these applications can keep track of the intake calories in their meals by calculating the number of calories in a specific amount of the consumed food. Some applications provide extra features like follow up users exercises and drinking water.
However, most of the applications in the mobile markets are in English and not including Saudi foods in their official lists. Consequently, Saudi users for these applications will not be able to keep track of the number of calories in their everyday meals because their consumed food are not there.

Therefore, in the paper, we present a mobile health application, namely "$\text{So'rah}$", which is designed for Saudi users. The application aims to help the community to lower the rates of obesity and overweight in Saudi Arabia by providing the Saudi users with the information they need about calories in Saudi foods either by searching food lists using the name of the consumed food or scanning foods’ barcode. To the best of our knowledge our application is the first Saudi mobile application which identifies foods by scanning their barcodes. In addition, the application supports extra features like reviewing foods in the application lists, creating diet plans for users to help them maintain their weight, and enhancing the application food lists by allowing users to add new foods. Food additions will only appear in food lists if they have been approved by the application nutrition supervisor; for details see Section III-A.

**Paper overview:** Section II discusses related work. Section III introduces $\text{So'rah}$ mobile application. Section IV demonstrates and design the main features of $\text{So'rah}$ mobile application. Finally, Section V concludes and discusses the application future directions.

## II. Related Work

In this section, we first review some of the trending calories counting applications according the heath websites [7] and [8] and a number of online magazines like [9] and [10]. Secondly, we compare them to the proposed features of our application.

$Lose \text{ It}$ [11], $MyFitnessPal$ [12], $FatSecret$ [13], and $Weight Watchers$ [14] applications are well known weight loss applications which keep track of calories consumption for users, and help them to set their ideal weight as a goal and monitor their progress towards it. The food databases of these applications can be searched using a food’s name. $Lose \text{ It}$, $MyFitnessPal$, and $FatSecret$ applications allow users to search food lists by scanning food’s barcode. Moreover, $Lose \text{ It}$ and $FatSecret$ applications can recognize eaten foods by their pictures.

The main feature of $Weight Watchers$ application is that the recommended daily meals are under the supervision of certified nutritionists and dietitians, which makes the application like online diet clinic [14]. However, the application is not free and require a monthly subscription.

Food databases (lists) of these applications are comprehensive, e.g., $MyFitnessPal$ has more than 5 millions foods in its database [12]. However, none of the previously mentioned applications have Saudi foods in their databases, and in case they have, like $MyFitnessPal$, then it is marked as a user addition which is not validated and approved by the application administrators.

To overcome this limitation some endeavours have emerged in the Arabic mobile stores.

$\text{So'rah}$ [15], $Calorie counter from my diet}$ [16], $Calories guide$ [17], and $My diet$ [18] applications are examples of these endeavours. They are Arabic applications that help users to maintain their weight by following up the gained calories from everyday meals and the burned calories in daily exercises. Foods and drinks can be selected from applications lists of Arab foods which are updated regularly. Water and follow up drinking feature are also supported in some of these applications.

$My diet$ application is considered as online diet clinic like $Weight Watchers$ application. Users can consult certified nutritionists and dietitians to construct a customized diet plan. However, $My diet$ application is also not totally free.

Food databases (lists) of these applications include Arab foods, which are not necessary to be Saudi foods, e.g., searching for $Jarish$, a traditional Saudi food, can only be found in $\text{Soraate}$ application. Additionally, foods in these applications’ databases are identified by name only. Therefore, scanning barcodes to identify foods are not supported.

Our application $\text{So'rah}$ includes Saudi foods in its database and identifies foods by name and by barcode. Therefore, searching for Saudi foods using keywords or barcodes both are supported.

Table I shows a brief comparison between our $\text{So'rah}$ application and the previously listed applications. The selected features for comparison are chosen based on the main functionalities of these applications.

It can be concluded from Table I that the implemented features of $\text{So'rah}$ application cover most of the listed features except following up exercises, and synchronizing with health applications and/or smart watches to automatically get the users gained/burned calories. We consider these missing features important, but we preferred in the current version of $\text{So'rah}$ to concentrate in developing a mobile application with a comprehensive database which will facilitate its use in the Saudi society. The missing features are implemented in the second version of $\text{So'rah}$ which is currently under development.

Additionally, it can be noticed from Table I, that our application allows users to add new foods and in the same time it is considered to be full supervised by professionals. This comes as a result of prohibiting a food addition from appearing in food lists until it is approved by the application nutrition supervisor. On contrary, food additions in the other applications, require no approval, which could generate a miss leading information if the new addition is incorrect.

Final point, users of $\text{So'rah}$ application can write reviews about foods in our lists, and like/dislike previously written reviews. These reviews can be comments on the food itself, like its taste, or can be a space for fellow users to exchange recipes, eaten experiences or recommend restaurants for this particular food. Therefore, the reviews section can be considered as a reviews section and a chatting forum in the same time. However, with the reviews section, users can locate and track fellow users chats about a particular food because they know that all reviews about a food appear in its information page.

A detailed discussions and justifications of $\text{So'rah}$ features will be presented in the next section.

## III. Application Construction

This section discusses the application main features and briefly discusses its design. It also presents a system architecture for our application which foster its practical deployment.
A. The Application main Features

In So’rah application, we have four types of users as following:

- **Guest user**: A user who does not register in the application but wants to use some of the application features.
- **Registered user**: A user who does register in the application and can use the full features of it.
- **Nutrition supervisor**: A user who have the privilege to approve food additions done by registered users.
- **IT administrator**: A user who have the privilege to monitor reviews written by registered users, and look after the system in general.

All types of users can conduct a search by name or by barcode for a food and can retrieve its information in separate page. Food information page contains: food’s name, food’s picture, number of calories in a portion of this food, and food’s composition content table; if available. Note that food portions can be cups, plates, slices, 100 grams, etc., and food’s composition content table is the nutrient data in this food like protein, fat, vitamins, etc. [19].

Guest users can register in the system to access the full features of the application. To register in the system users should provide a username, a password and a phone number. Users can optionally provide their height, waist, hips, weight, date of birth, and gender, to be used later to construct diet plan.

Registered users can write reviews for foods. They can delete their own reviews. Users also can like/dislike others reviews to express their agreement or disagreement with these reviews. Moreover, registered users can add new foods to feed the application database. In case of food addition, registered users should provide full food information same as the one presented in the food information page. The addition request should be forwarded by the system to the nutrition supervisor for approving. If approved, then, the addition request will be forwarded by the system to the IT administrator to add it to the system database. The supervisor and the administrator should be notified by an SMS if new requests are arrived and need to be processed.

Most importantly, registered users can create, delete, and manage a diet plan. If users choose to construct a diet plan then they will be requested to input their height, weight, waist, hips, date of birth, and gender; if they have not input them in the registration. Depending on these information the system will firstly, determine the user body mass index (BMI), i.e., a measurement of the user body fat based on the weight in relation to the height. The value of the BMI is used to categorize users as underweight, normal weight, overweight, or obese [19]. The waist and hips measurements are used to calculate users abdominal fats [19]. Secondly, the system will calculate the minimum and maximum number of calories that a user can take per day. The user will be requested to choose a target number of calories in the range between the minimum and maximum. After that, the system will monitor user progress towards losing weight by calculating the number of gained calories recorded daily by the user, and compare it to the target number of calories chosen by the user. In addition, the system tracks users water drinking by requesting users to log their daily drinking amount.

The IT administrator is the person who looks after the system from the technical point of view. In addition, the administrator is responsible of monitoring users reviews and delete inappropriate ones if found.

1) **Strong Aspects**: A research was conducted in 2015 [20] to define the features of the ideal weight loss applications depending on the insights of Saudi women. The research concludes that the suggested themes for an ideal weight loss application include: Arabic language, culturally sensitive, motivational support and social networking, and user-friendly interface.

So’rah supports Arabic language and is designed for Saudi society. Moreover, the application provides a review section which can be used by fellow users to exchange experiences. So’rah also implements an easy to use interface which requires no special technical skills. According to this, So’rah could be considered as an ideal weight loss application for Saudi women.

Another strong point is that So’rah requires no registration to search its food lists. This could result in more potential users for our system; users who want to register and users who want not to register. Most of the available weight loss applications require registration before using any of their features.

Bearing in mind that an email is not essential in Saudi Arabia to get governmental services, some Saudis, in particular elders, do not have email accounts but they have phone numbers. For that, So’rah confirms registration via SMS mobile messages instead of emails. This could result in more potential users for our system. Most of the available weight loss applications confirm registration via emails.

In addition to these aspects, So’rah application presents several strong points and novelties comparing to current Arabic
dietary applications as been previously mentioned in different sections of this paper.

B. The System Architectural Design and Implementation

Considering the system programmers experiences and known that most Saudi participants [20] own Android mobile phone, the application was designed and implemented to target mobile devices running Android platforms. However the system can also be reproduced to other mobile operating systems, such as iPhone, Windows mobile, BlackBerry, etc.

The system was implemented using the Android Software Development Kit (SDK) [21]. SDK provides the needed tools and APIs to create applications for Android platform using Java programming language [22].

The Java programming language is an object oriented language, i.e., it depends on having separate entities (objects) which encapsulate the code of their functions and variables [22]. For that, an object oriented approach was followed in the design process of So’rah. We developed a use case diagram and a class diagram for our system with all the supporting information. Presenting the detailed design process for the application is out of the scope of this paper; interested reader can refer to [23] for information about object oriented design. The design is then mapped to Java programming language for implementation.

So’rah system architecture which identifies the system core components and their relationship is presented in Figure 2. As may be seen in the figure we choose the client server architecture because we have subsystem provides services to instances of other subsystems. The subsystem that provides services called server, the subsystem that consumed services called client.

This separation of the applications services into client/server components allows these components to be distributed in different physical machines. Additionally, this separation allows each of these components to be updated without affecting other components [23].

IV. APPLICATION DEMONSTRATION AND VALIDATION

This section presents an overview of the mobile application from the user perspective and demonstrates its use in a practical deployment.

A. So’rah Demonstration

As mentioned in Section III-A, we adopt a simple user interface. The interface uses buttons with considerable size to be appropriate for fingers use. The application core function is to show the number of calories in foods either by scanning the food barcode or by searching the application’s database using food’s name. Therefore, the main screen of the application shows these two options very simply, as shown in Figure 3.

Figure 4 shows the steps to search by food’s name while Figure 5 shows the steps to scan a food’s barcode.

In case of searching by food’s name, keywords are enough for searching, the exact name of a food is not required. If a part of the food’s name is typed, then the application will give a list of suggested food items, as shown in step 3 of Figure 4. If the intended food is allocated then a separate screen will be displayed to show the food’s information. The screen has a button to display the reviews on this food, as illustrated in Figure 6.

Users are not require to register in the application to be able to search, to scan barcodes, or to view reviews. However, if users register in the application they will have extra features to boost their plan in loosing weight and to participate in food reviewing and addition.

To register in the application users can press the registration button in the main screen. Users then will be asked to provide a suggested user name, a password, and a telephone number to complete the registration, as shown in Figure 7. In addition,
users can provide their height, weight, waist, hips, gender, and birthday. The extra information are used to calculate the user body fat and abdominal fat. Registered users can construct a diet plan to follow up their weight by pressing *construct a diet plan* button from the user profile screen, as shown in Figure 8. If users have not provide the extra information (height, weight, waist, hips, gender, and birthday) during registration then they will be asked to provide them. According to these information, the minimum and maximum daily calories to be consumed are calculated in addition to the body fat and abdominal fat.

Users after that will enter their consumed food for each meal in the day. The application will calculate the gained calories and compare them to the target daily calories. The system will follow the users progress in loosing weight. Users’ weight will be updated according to the daily calculation and
users will be informed if they reach the ideal weight.

Registered users can also add reviews, delete their previously written reviews, and like/dislike others reviews.

1) The Application Validation: The application functions and interfaces were preliminary tested and validated by a formal committee from the Software Engineering Department at King Saud University. In addition, an informal testing on a small group of random users was conducted to preliminary investigate the application usability.

Currently, So’rah team and with the collaboration of the Department of Food Science and Nutrition at King Saud University is carrying a formal testing to investigate the effectiveness of So’rah application in losing weight and its usability. However, the result is not available yet.

V. CONCLUSION AND FUTURE WORK

In the paper, we present the first version of So’rah application. We first question the need for such an application. After that, we review the related works and highlight how our application is different. Finally, we demonstrate the application design and implementation process.

The first version of So’rah concerns calculating the gained calories from consumed food. Currently, we are in the design phase for the second version of So’rah which enhances the functionality of the first version by adding the calculation for burned calories during exercises.

Additionally, in the meanwhile we investigating the effectiveness of So’rah application in helping users to lose weight.

In the future, we are planning to enrich the application features by classifying foods according to their suitability for some medical diseases like kidney diseases, diabetes, high blood pressure, etc.
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